
Abstract:

The use of network has increased over the time in criti-
cal and non-critical business transactions. This prompt-
ed hackers to attack the networks so that they get the 
useful information and use it for their interest, that too 
by illegal means. Today’s attacks are succeeding far 
too frequently, all due to the limitations of legacy secu-
rity tools. Because many security technologies devel-
oped in an earlier era of computing and networking—
when attacks targeting critical information were fairly 
straightforward to recognize—these tools do not suc-
ceed when they cannot identify a previously unknown 
attack or threat vector. 

Thus detection of network attacks is a critical and of 
utmost importance task for network operators. Huge 
damages are caused by network intrusion or attacks as 
the use of network increases for business transactions. 
Hence there is the need of Network Security to identify 
the network attacks and providing the safe and secure 
solutions to it.

Malicious sources are being used to attack the Net-
works. The classification of attacks can be done as fol-
lows: “Passive” when a network intruder intercepts 
data travelling through the network, and “Active” in 
which an intruder initiates commands to disrupt the 
network’s normal operation. Various techniques have 
been suggested in the past to protect the network 
against all the known/unknown active & passive at-
tacks. Upon successful authentication, the firewall ap-
plies access policies such as what services or applica-
tions the network users are allowed to access. Though 
quite effective to forbid unauthorized access, this com-
ponent may fail to forbid potentially harmful contents 
such as computer worms or Trojans being transmitted 
over the network.
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Anti-virus software or an intrusion prevention system 
(IPS) helps detect and inhibit the action of such mal-
ware. The methods developed so far depend on spe-
cialized signature of already known attacks or on ex-
pensive or difficult to produce labeled traffic dataset 
for profiling and training. 

In this paper, unsupervised methods have been sug-
gested to identify or detect the Network Attacks with-
out following the traditional way of signatures or la-
beled traffic. Parallel computing highly makes the use 
of the clustering algorithms, which permits to perform 
the unsupervised detection and construction of signa-
tures in an on-line basis.

I. INTRODUCTION:

In today’s Cyber world, the very important network 
building-block of any Intrusion Prevention System (IPS) 
is the network traffic anomaly detection. The network 
traffic anomalies may have serious detrimental effects 
on the integrity, performance and efficiency of the net-
work. Network anomalies can be anything ranging from 
ranging from non-malicious contents or events such as 
flash-crowds and failures, to network attacks such as 
Distributed Denial of Service (DDos), Denials-of-Service 
(DoS), spreading worms and network scans. 

The network anomalies are moving and ever growing 
targets that needs to be detected as part of the net-
work security programs. And this is the principal chal-
lenge in analyzing and detecting the traffic anomalies 
automatically. In the case of network attacks it is very 
difficult to define the set of anomalies that may arise 
without vagueness. The reason behind this difficulty 
is that new variants of new already known attacks 
and brand new attacking methods are continuously        
emerging.
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Therefore, a perfect anomalies detection system must 
be able to identify/detect all kinds of anomalies with 
diverse structure, ideally using no information at all or 
the minimum previous knowledge. The literature and 
commercial security devices are by far dominant by 
two different approaches: Anomalies detection and 
Signature based detection. The signature based detec-
tion systems are highly effective to identify the attacks 
which they have been instructed to alert on. And they 
cannot defend the network against previously un-
known attacks. 

The major drawback is that building new signatures is 
quite expensive and time consuming as it requires in-
spection and programming by human experts. Where-
as anomalies detection uses labeled data to create ac-
ceptable operation traffic profiles and any activity that 
deviate from this baseline is treated as anomaly. This 
method can be used to detect new types of network 
attacks that have not been previously known. This pa-
per presents a completely unsupervised way to detect 
and characterize already known as well as new net-
work attacks, without being dependant on signatures, 
training, or labeled traffic of any kind. 

This approach is based on robust clustering algorithms 
to identify known as well as completely unknown at-
tacks, and automatically produces easy to interpret 
signatures on an online basis. This newly created signa-
ture can be used to detect anomalies if the attempt is 
made to attack the network same way.

II. UNADA (UNSUPERVISED NETWORK ANOM-
ALY DETECTION ALGORITHM):

UNADA, an Unsupervised Network Anomaly Detection 
Algorithm, is widely used for knowledge-independent 
identification of anomalous traffic. Sub-Space-Density 
clustering is novel clustering technique that is em-
ployed by UNADA to identify outliers and clusters in 
multiple low-dimensional spaces. 

A correlation-distance-based approach is used to pro-
duce an abnormality ranking of traffic flows by combin-
ing the evidence of traffic structure provided by these 
multiple clustering. The complete detection and char-
acterization algorithm runs in following three succes-
sive steps:

1.The first stage consists of finding hidden attack time 
slot, also known as anomalous time slot.

2.In second step, the set of IP flows captured in the 
flagged time slot is used a input.

3.Third step is to produce filtering rules that charac-
terize the detected attach and simplify its analysis by 
using the evidence of traffic structure provided by the 
clustering algorithms .

Fig. 1. High-level description of UNADA

UNADA presents several advantages with respect to 
current state of the art. The first and most important is 
that it can be directly plugged-in to any monitoring sys-
tem and start to work without any knowledge or train-
ing step. It is because UNADA works in a completely 
unsupervised fashion.
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Second advantage is that it employs a robust density-
based clustering technique that avoids most of clus-
tering problems such as detection of particular cluster 
shapes, specification of number of clusters, structure 
masking by irrelevant features, or sensitivity to initial-
ization. Third benefit of UNADA is that of space, it uses 
very-low-dimensional spaces to perform clustering. 
And finally, UNADA outperforms already proposed un-
supervised anomaly detection methods in real world 
network traffic for all obvious and practical reasons.

UNADA performs in three successive stages, packets 
captured in contiguous time slots of fixed length are 
used for analysis. Figure 1 shows a high-level, modu-
lar description of UNADA. The first stage consists of 
indentifying an anomalous time slot where clustering 
analysis is to be performed.

 For doing so, aggregation into multi-resolution traffic 
flows of captured packets is done. In the second stage, 
all the flows in the flagged anomalous time slot are 
taken as input. 

And K-mean algorithm is used to identify outlying flows, 
in this step. The degree of abnormality of all the detect-
ed outlying flows is ranked using clustering algorithm, 
building an outliers ranking. The final stage consists of 
flagging the top-ranked outlying flows as anomalies. 
This step uses threshold detection approach. 

UNADA uses network/port scans, spreading worms, 
Dos and DDoS features in the detection. Classification 
and its impact on the selected traffic features are de-
fined for each unique type of attack.

All the thresholds used in the description are introduced 
to better explain the evidence of an attack in some of 
these features. DoS/DDoS attacks are characterized by 
many small packets sent from one or more source IPs 
towards a single destination IP. These attacks gener-
ally use particular packets such as TCP SYN or ICMP 
echo-reply, echo-request or host-unreachable packets. 

Port and network scans involve small packets from 
one source IP to several ports in one or more destina-
tion IPs, and are usually performed with SYN packets. 
Spreading worms differ from network scans in that they 
are directed towards a small specific group of ports for 
which there is a known vulnerability to exploit and they 
generally use slightly bigger packets.

III. UNSUPERVISED ANOMALY DETECTION 
THROUGH CLUSTERING:

The unsupervised anomaly detection step takes as 
input all the IP flows in flagged time slot. At this step 
UNADA ranks the degree of abnormality of each of 
these flows, using clustering and outlier’s analysis 
techniques. For doing so, IP flows are analyzed at two 
different resolutions, using either IPsrc or IPdst aggre-
gation key. Traffic anomalies can be roughly grouped in 
two different classes, depending on their spatial struc-
ture and number of impacted IP flows.1-to-N anomalies 
and N-to-1 anomalies. 1-to-N anomalies involve many IP 
flows from the same source towards different destina-
tions; examples include network scans and spreading 
worms/virus. 

On the other hand, N-to-1 anomalies involve IP flows 
from different sources towards a single destination; 
examples include DDoS attacks and flash-crowds. IPsrc 
key permits to highlight 1-to-N anomalies, while N-to-1 
anomalies are more easily detected with IPdst key. The 
choice of both keys for clustering analysis ensures that 
even highly distributed anomalies, which may possibly 
involve a large number of IP flows, can be represented 
as outliers. Without loss of generality, let Y = {y1, y2, .., 
yn} be the set of n aggregated- flows (at IPsrc or IPdst) 
in the flagged slot. 

Each flow yi Y is described by a set of m traffic attri-
butes or features, like number of sources, destination 
ports, or packet rate. Let xi Rm be the corresponding 
vector of traffic features describing flow yi , and X = {x1, 
x2, .., xn } the complete matrix of features, referred to 
as the feature space.UNADA is based on clustering 
techniques applied to X. UNADA is capable of detect-
ing anomalies of very different characteristics. We shall 
therefore use k = 2 for SSC, which gives N = m (m − 1)/2 
partitions.

For cluster analysis in data mining, k-means cluster-
ing aims to partition n observations into k clusters in 
which each observation belongs to the cluster with the 
nearest mean, serving as a prototype of the cluster. k-
means clustering tends to find clusters of comparable 
spatial extent, while the expectation-maximization 
mechanism allows clusters to have different shapes. 
The algorithm is applied to X. The objective of cluster-
ing is to partition a set of unlabeled elements into ho-
mogeneous groups of similar characteristics, based on 
some measure of similarity.
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Figure 3. Workflow

This approach targets to detect both known anomalies 
as well as unknown attacks. This is done by the produc-
tion of signature that determines the attack in an on-
line basis algorithm that is being applied for character-
izing attacks. It will run in the following stages, which 
is being represented by flow as shown below in figure 
2. This followed the three consecutive stages. Firstly, 
using a temporal sliding-window approach, traffic is 
captured and it is aggregated in flows.

This is done using different levels of traffic aggregation. 
For simple traffic metrics such as number of bytes, flows 
in each time slot, time series are built. And any change-
detection method is applied to identify an anomalous 
time slot. . In the second stage unsupervised detection 
algorithm begins. It uses the output of first stage as 
the input. Subspace clustering (SSC) and Evidence
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A.Proposed System Planning and Design:

The proposed system will be identified to provide a 
solution to the problem of anomaly detection which 
is completely Knowledge Independent. In the Knowl-
edge Independent Unsupervised Detection of Net-
work Attack. We evaluate the ability of UNADA to dis-
cover network attacks in real traffic without relying on 
signatures, learning, or labelled traffic. Additionally, we 
compare its performance against previous unsuper-
vised detection methods using traffic from two differ-
ent networks.

B.System Design:

The first step as part of this system is to input the data 
that contains the data packets. A data set is an ordered 
sequence of objects, this may contain anomaly and 
we have to detect anomalies in the data set. To detect 
those anomalies in the huge dataset we have to apply 
robust clustering approach which will create automatic 
signature. In my proposed work I am going to imple-
ment completely blind approach that has no previous 
knowledge of anomalies, the task is to detect such 
types of blind attacks. I am going to apply robust clus-
tering approach for the detection of network anoma-
lies in a completely unsupervised fashion.

Figure 2. Organization of the system



Accumulation (EA) provides method which can extract 
the abnormal or suspicious flow from the previous out-
put. SSC and EA will provide the traffic structure which 
further can be used to produce filtering rule. Filtering 
rule helps to provide characteristic of attack. But when 
the network operator deal with the unknown attack, 
the characterization of attack may became much more 
difficult as it require good, easy simple information as 
the input .To remove this issue, new traffic signature 
is developed by combining relevant filtering rules. This 
signature will detect the attack coming in future; this is 
the important step toward autonomous security.

C.System Implementation Steps:

Step 1:- To capture the packet of data which takes as 
input all the IP flows in flagged time slot by using ana-
lyzer i.e. Create Log file. 

Step 2:- IP flows are additionally aggregated at differ-
ent flow-resolution levels using different aggregation 
keys and apply sliding time windowing scheme for ev-
ery 1 sec. 

Step 3:- Create the feature space matrix by using follow-
ing formula.x(1) = [sipadd dipadd sport dport nsipadd/
ndipadd y(1)/ndipadd]  Similarly, create feature space 
matrices (i.e. clusters) for all time windows data set i.e. 
X=Σ(x1,x2…….xn) and then apply Clustering algorithm 
and declare smallest group of cluster as outlier.

Step 4:- Detect anomalies using k-means clustering al-
gorithm, evidence accumulation and outliers ranking.
 
Step 5:- Create a signature. Signature will be logged 
and updated in the signature table. Signature table can 
be used in for online detection anomalous flow. 

Step 6:- To detect the attack in the future this signature 
can ultimately be integrated to any standard security 
device. That is filtering rules are combined into a new 
traffic signature that characterizes the attack in simple 
terms.

IV. K-MEANS ALGORITHM:

K-means algorithm, as the underlying clustering algo-
rithm, is used to produce clustering ensembles. 

First, the data is split into a large number of compact 
and small clusters; different decompositions are ob-
tained by random initializations of the K-means algo-
rithm. The data organization present in the multiple 
clustering is mapped into a co-association matrix which 
provides a measure of similarity between patterns. The 
final data partition is obtained by clustering this new 
similarity matrix.

The main steps of K-means algorithm are as follows:-

1.Place K points into the space represented by the ob-
jects that are being clustered. These points represent 
initial group centroids.

2.Assign each object to the group that has the closest 
centroid.

3.When all objects have been assigned, recalculate the 
positions of the K centroids.

Repeat Steps 2 and 3 until the centroids no longer 
move. This produces a separation of the objects into 
groups from which the metric to be minimized can be 
calculated.

A.An Example (K-Means):

Suppose that we have n sample feature vectors x1, 
x2, ..., xn all from the same class, and we know that 
they fall into k compact clusters, k < n. Let mi be the 
mean of the vectors in cluster i. If the clusters are well 
separated, we can use a minimum-distance classifier to 
separate them. That is, we can say that x is in cluster i if 
|| x - mi || is the minimum of all the k distances. This sug-
gests the following procedure for finding the k means:

•Make initial guesses for the means m1, m2, ..., mk

•Until there are no changes in any mean

o Use the estimated means to classify the samples into 
clusters

o For i from 1 to k Replace mi with the mean of all of the 
samples for cluster i

o end_for

•end_until
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V. APPLICATIONS:

1.This concept can be applied on the Defence network 
where data security is of paramount importance. En-
emies always try to crack the security by new methods 
to avoid suspicion. Hence this method can help detect 
the network without previous knowledge.

2.This concept can be used in firewall construction to 
detect unauthorized data.

3.In any organization such as banks, IT sector, software 
companies there is transmission of lot of secure data. 
Every bit of data is critical and important so it is neces-
sary that it is accessible only to the authorized persons 
and if an unauthorized person tries to access that data 
then it can be detected by using unsupervised detec-
tion.

VI. CONCLUSION:

The Unsupervised Network Anomaly Detection Algo-
rithm that we have proposed presents many interest-
ing advantages with respect to previous proposals in 
the field of unsupervised anomaly detection. It uses 
exclusively unlabelled data to detect traffic anomalies, 
without assuming any particular model or any canoni-
cal data distribution, and without using signatures of 
anomalies or training. Despite using ordinary clustering 
techniques to identify anomalies, UNADA uses robust 
clustering technique. 

An Unsupervised Network Anomaly Detection Algo-
rithm have the lack of robustness of general clustering 
approaches, by combining the notions of Sub-Space 
Clustering, Density-based Clustering, and multiple Evi-
dence Accumulation. 

We have verified the effectiveness of UNADA to detect 
real single source-destination and distributed network 
attacks in real traffic traces from different networks, 
all in a completely blind fashion, without assuming any 
particular traffic model, clustering parameters, or even 
clusters structure beyond a basic definition of what an 
anomaly is. Additionally, we have shown detection re-
sults that outperform traditional approaches for out-
lier’s detection, providing a stronger evidence of the 
accuracy of UNADA to detect network anomalies.
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