
Abstract:

Data Mining is the process of extracting information 
from large data sets through algorithms and techniques 
drawn from the field of Statistics, machine Learning 
and Data Base Management Systems. There are differ-
ent kinds of data mining techniques are available. Clus-
tering, Classification, Association Rule and Neural Net-
work are some of the most major techniques in data 
mining. 

In Health care trades, Data mining plays an important 
role. Most frequently the data mining is used in health 
care industries for the process of forecasting diseases. 
Diabetes is a lingering condition. 

This means that is lasts for a long time, often for some-
one’s whole life [1]. This research paper explains the 
use of data mining and the comparison of diabetes 
to predict the future decisions using clustering tech-
niques. 

Here we are using three different kinds of clustering 
techniques named as Hierarchical clustering; Density 
based clustering, and Simple K- Means clustering. Weka 
(Waikato Environment for Knowledge Analysis) is used 
as data mining tool.
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I.INTRODUCTION :

Diabetes, often referred to by doctors as diabetes 
mellitus, describes a group of metabolic diseases in 
which the person has high blood glucose (blood sug-
ar), either because insulin production is inadequate, 
or because the body’s cells do not respond properly 
to insulin, or both. Patients with high blood sugar will 
typically experience polyuria (frequent urination), they 
will become increasingly thirsty (polydispia) and hun-
gry (ployhagia).

Figure 1: Diabetes Mellitus Types.

Diabetes Mellitus are separated into three types.

Type I Diabetes Mellitus:

It results from the body’s failure to produce enough in-
sulin. This form was referred to as “Insulin-dependent 
diabetes mellitus” or “Juvenile diabetes”. The cause is 
unknown.
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Type II Diabetes Mellitus:

It begins with insulin resistance, a condition in which 
cells fail to respond to insulin properly. As the disease 
progresses a lack of insulin may also develop. This form 
was previously referred to as “Non-insulin-dependent 
diabetes mellitus” or “adult-onset diabetes”. The pri-
mary cause is excessive body weight and not enough 
exercise.

Gestational Diabetes:

This is the third main form and occurs when pregnant 
women without a previous history of diabetes develop 
a high blood glucose level. Anticipation and manage-
ment of diabetes mellitus involves a healthy diet, physi-
cal exercise, avoid using tobacco and being a normal 
body weight. Proper foot care and blood pressure con-
trol are also important for people with the disease [5]. 

II.RELATED WORKS:

Mohd Fauzi bin Othman and Thoms Moh Shan Yau [6], 
presented his paper is o examine the performance of 
different classification and clustering methods for a set 
of bulky data. The algorithms or methods tested are 
Bayes Network, Redial Basis Function, Pruned Tree, 
Single Conjunctive Rule Learner and Nearest Neigh-
bors Algorithms.

Dr. N. Rajalingam, K. Ranjini [16], presented a compara-
tive study of implementation of hierarchical clustering 
algorithm- agglomerative and divisive clustering for 
various attributes. The Visual Programming Language 
is used for implementation of these algorithms. The re-
sult of this paper study is the performance of divisive 
algorithm works as twice as fast as the agglomerative 
algorithm.

Khaled Hammouda, Prof. Fakhreddine Karray [14], 
presented the reviews of four off-line clustering algo-
rithms are K-means clustering, Fuzzy C-means cluster-
ing, Mountain clustering , and Subtractive clustering. 
The algorithms are implemented and tested against a 
medical problem of heart disease diagnosis. The accu-
racy and performance are compared. Aastha Joshi, Ra-
jneet Kaur [17], proposed a brief review of six different 
types of clustering techniques are K-means clustering, 
Hierarchical clustering, DNSCAN clustering, OPTICS

and STING. Manish Verma, et.al [18], proposed as anal-
ysis of six type of clustering techniques are K-Means, 
Hierarchical, DBSCAN, OPTICS, Density Based and EM 
clustering Algorithm. WEKA tool is used for implement-
ed and analyzed.Bharat Chaudharil, Menan Parikh [7], 
analyzed the comparison of three major clustering al-
gorithms are K-Means, Hierarchical and Density Based 
clustering algorithm. In this paper, the performances 
of these three algorithms are compared based on the 
feature of correctly class wise clustering. The perfor-
mance of these three clustering algorithms is com-
pared using a Data Mining tool WEKA.

P. Thangaraju and B.Deepa [3], proposed a survey on 
preclusion and discovery of skin melanoma risk using 
clustering techniques. The skin melanoma patient’s 
data are gathered from different diagnostic center 
which contains both cancer and non-cancer patient’s 
information. The gathered data are pre-processed and 
then clustered using K-means algorithm for separat-
ing relevant and non-relevant data to skin melanoma. 
Then significant frequent patterns are discovered us-
ing MAFIA algorithm.

Sharddha K.Popat, et.al [19], focused on survey of 
different clustering techniques. They are partitional 
algorithms, Hierarchical algorithms, Density Based 
algorithms. The result of this survey was hierarchical 
clustering can be perform better than the other tech-
niques. Pradeep Rai and Shubha Singh [23], presented 
a survey is to provide a comprehensive review of differ-
ent clustering techniques in data mining.

III.BACKGROUND:

A Decision Support System (DSS) is a computer based 
information system that support organizational deci-
sion-making activities. DSS’s serve the management, 
operations, and planning levels of an organization and 
help to make decision, which may be rapidly changing 
and not easily specified in advance. DSS can be either 
fully computerized of both.DSS’s include knowledge-
based system.  A properly designed DSS is an interac-
tive software-based system intended to help decision 
makers compile useful information from a combination 
of raw data, documents, and personal knowledge, to 
identify and solve problems and make decision. Now a 
day’s data mining helps the users of any DDS by reduc-
ing the time required for decision making activities.
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Fig: 3.1 Data Mining

Data mining is about finding new information in a lot 
of data. The information obtained from data mining is 
both new and useful. In many cases, data is stored so 
it can be used later. Now a day’s data mining may take 
important role in several areas like Medical Science, 
Railway etc. Clustering is one of the techniques which 
are widely using forecasting diabetes mellitus. Many 
data mining tool are available in the market such as 
WEKA etc. for applying the functions of data mining. 

IV.METHODOLOGY:

4.1.WEKA:

WEKA stands for Waikato Environment for Knowledge 
Learning. It was developed by the University of Wai-
kato, New Zealand. Weka   is   open   source   software   
which consists of a collection of machine learning algo-
rithms for data mining tasks [6]. WEKA is freely avail-
able and it is also platform-independent [7].

The WEKA application has been completely rewritten 
in Java and is compatible with almost every comput-
ing platform. It is user friendly with graphical interface 
that allows for quick set up and operation. WEKA oper-
ates on the predication that the user data is available 
as a flat file or relation. This means that each data ob-
ject is described by a fixed number of attributes that 
usually are of a specific type, normal alpha-numeric or 
numeric values. The WEKA application allows novice 
users a tool to identify hidden information from data-
base and file systems with simple to use options and 
visual interfaces.

4.2.CLUSTERING:

Cluster analysis or Clustering is the process of parti-
tioning a group of data objects into subsets. The main 
aim is that the objects in a group will be similar to one 
another and different from the objects in other groups. 
The objects are similarity within a group is larger than 
that among groups [14]. The set of clusters resulting 
from a cluster analysis can be referred to as a Cluster-
ing [2].

Fig: 4.2.1 Clustering Elements

4.3.Simple k-means clustering:

K-means is an unsupervised learning and iterative clus-
tering algorithm in which objects are moved among 
sets of clusters until the desired set is reached. Within 
a cluster, a centroid denotes a cluster, which is a mean 
point within cluster [10].The main goal of the K-means 
clustering is to subset n observations into K clusters in 
which each observation belongs to the cluster with the 
nearest mean [3]. In K- means algorithm, the numerical 
attributes are works competently. K-means clustering 
tool is widely used in industrial and scientific applica-
tions [10].

4.4.Hierarchical clustering:

Hierarchical clustering is a method of cluster analysis 
which hunts to a construct a hierarchy of cluster. A 
tree data structure called a Dendrogram, can be used 
to illustrate the hierarchical clustering technique and 
the sets of different clusters. The root in a dendrogram 
contains one cluster where all elements are together 
the leaves in a dendrogram each consist of a single ele-
ment cluster.   
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Internal nodes represent new cluster formed by merg-
ing the cluster that appears as its children. Each level is 
associated with the distance measure that was used to 
the cluster.

Hierarchical Clustering are two types. They are, Ag-
glomerative- Each observation stars in its own cluster 
and pairs of cluster are merged as one move up the 
hierarchy. Agglomerative clustering is a “Bottom Up” 
approach. Divisive – All observations starts in one clus-
ter and splits are performed recursively as one moves 
down the hierarchy. Divisive clustering is a “Top Down” 
approach.
 
4.5.Density based clustering:

Density based clustering algorithm try to seek clusters 
based on higher density of data points in a region [13]. 
For each instance of a cluster, the neighborhood of a 
given radius (Eps) has to contain at least a minimum 
number of instances [7]. One of the most density based 
clustering algorithm is the DBSCAN.

DBSCAN data points are separated into three classes. 
They are:

Core Points: Core points are the interior of cluster. »

Border Points: A border point is not a core point, but  »
it falls within the neighborhood of a core point.

Noise Points: It is not a core point or a border point.  »
A noise point is any point.

Another density based clustering algorithm is OPTICS. 
It is an iterative clustering algorithm. It performs by 
creating an ordering of the data set representing its 
density based clustering structure.

V. DATASET DESCRIPTION:

In our work we have used Pima Indian Diabetes 
Dataset[12] for comparing the clustering algorithm for 
forecasting Diabetes Mellitus. The data set consist of 8 
attributes that are used to forecast the Diabetes Melli-
tus. The details descriptions of the attributes are given 
as in the table 5.1.

Table 5.1: Attributes for Diabetes Mellitus:

The attributes are given based on data types. The data 
set is based on the numeric and nominal data type.

VI.EXPERIMENTAL RESULTS:

The given three types of algorithms as K-means clus-
tering, Hierarchical clustering and Density based clus-
tering are applied on the Diabetes Mellitus data set in 
WEKA and the performance of the algorithm are given 
based various factors. The performance can be ob-
tained based on the time   taken   to   build   model   and   
correctly   clustered instances.  Table 6.1 describes that 
the time taken to a model by each algorithms. Figure 
6.1 represents that the graph of time taken by the algo-
rithms to build a model.

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Monthly Peer Reviewed Open Access International e-Journal   

                  Volume No: 1(2014), Issue No: 11 (November)                                                                                            November 2014
                                                                                   www.ijmetmr.com                                                                                                                                                         Page 96



Table 6.1 Time taken by the algorithms:

X-Axis: Clustering Algorithms, Y-Axis: Time Range Fig-
ure 6.1 Performance of the Algorithms based on the 
time taken the dataset consists of 768 instances and 
they are applied as a test case in the clustering algo-
rithms.  The performance of the algorithms can be 
known from the instances that are clustered. The in-
stances which are clustered using the WEKA tool can 
be given as table 6.2.

Table 6.2 Comparison result of algorithms us-
ing WEKA tool:

VII.CONCLUSION:

Data mining plays an important role in extracting the 
hidden information in the medical database. The data 
pre-processing is used in order to improve the quality 
of the data. The experiment has been successfully per-
formed with several data mining clustering techniques 
and it is found that the K-means algorithm gives a bet-
ter performance over the supplied data set with the 
time taken of 0.03%. It is believed that the data mining 
can significantly help in the Diabetes Mellitus research 
and finally improve the quality of health care of Diabe-
tes Mellitus patients.

In this research paper we have taken the time taken 
to build a model by the algorithms as a parameter for 
clustering data. The future work of this paper will be 
taken the quality of the clustered data as a parameter 
for clustering the dataset. It can also be implemented 
using several clustering techniques. 
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