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Abstract:

Video surveillance has been a very active research topic 
in the last few years due to its growing importance in se-
curity, law enforcement, and military applications. This 
work presents moving object detection based on complex 
wavelet based moving object segmentation using similar 
median filter based method. The proposed method is deal-
ing with the drawbacks such as shadows and noise pres-
ent in other spatial domain methods. The performance 
of the proposed method is examined and compared with 
other standard spatial domain methods. The various per-
formance measures used for comparison include RFAM 
(relative foreground area measure), MP (misclassification 
penalty), RPM (relative position based measure), NCC 
(normalized cross correlation) and the various methods 
are tested on standard Pets dataset. Finally, The proposed 
simulated result shows that used methodologies for effec-
tive object detection has better accuracy rather than exist-
ing methods.
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1. INTRODUCTION:

Surveillance is the monitoring of behavior. Systems sur-
veillance is the process of monitoring the behavior of peo-
ple, objects or processes within systems for conformity 
to expected or desired norms in trusted systems for secu-
rity or social control. The word surveillance is commonly 
used to describe observation from a distance by means of 
electronic equipment or other technological means.
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At a basic level, computers are a surveillance target be-
cause large amounts of personal information are stored on 
them. Anyone who can access or remove a computer can 
retrieve information. If someone is able to install software 
on a computer system, they can turn the computer into a 
surveillance device. Closed circuit television is a collec-
tion of video cameras used for video surveillance. CCTV 
is generally used in areas where there is an increased need 
for security, such as banks, airports, traffic centers and 
town centers. A basic CCTV system comprises of the 
Camera, lens and power supply. Recording device VCR 
or a digital video recorder and monitor. Closed circuit 
television (CCTV) is the use of video cameras to transmit 
a signal to a specific place, on a limited set of monitors. 
The main tasks in visual surveillance systems include mo-
tion detection, object classification, tracking. Our focus 
here is on the detection phase of a general visual surveil-
lance system using static cameras. The usual approach for 
moving object detection is through background subtrac-
tion that consists in maintaining an up to date model of 
the background and detecting moving objects as those 
that deviate from such a model. The background image 
is not fixed but must adapt to: Illumination changes, sud-
den (such as clouds), Motion changes, camera oscilla-
tions, high-frequencies background objects (such as tree 
branches, sea waves, and similar) Changes in the back-
ground geometry.

2. RELATED WORK:

Several problems arise while segmenting the video se-
quences because of changing background, clutter, oc-
clusion, varying lighting conditions, automatic opera-
tion, adverse weather conditions such as fog, rain, snow, 
camera angle, and real time processing requirements etc. 
The segmentation techniques into six groups: - Threshold 
based techniques, Pixel classification based techniques, 
Range image segmentation, Colour image segmentation, 
Edge detection based segmentation and techniques based 
on fuzzy set theory.
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According to Cheung and Kamath [6], background ad-
aptation techniques could also be categorized as: 1) no 
recursive and 2) recursive. A non-recursive technique 
estimates the background based on a sliding-window ap-
proach. Various interesting video object segmentation 
techniques can be found in literature [1-5] such as Run-
ning Gaussian Average , Temporal Median Filter , and 
Mixture of Gaussians. These methods are either too time 
consuming (like GMM with online EM algorithm) or too 
space consuming (like Temporal Median Filter proposed 
in .All the methods discussed as above for the segmenta-
tion of moving objects suffer from the problem of either 
slow speed or inaccurate segmentation of moving object 
due to non-removal of noise in consecutive frames. The 
other limitations include detection of only moving object 
and the presence of ghosts like appearances in segmented 
object. 

Cheng et al. [11] proposed a discrete wavelet transform 
(DWT) based method for approach, inter-frame differenc-
ing method is used for segmentation of moving object in 
DWT domain. DWT based methods are shift-sensitive. 
Any shift sensitive method will not give good results for 
video applications because in video applications, objects 
are present in shifted form. Motivated by these facts, a 
new method for video segmentation using discrete wave-
let domain is proposed in this paper. The Discrete wavelet 
transform have advantages of shift invariance and better 
directional selectivity as compared to DWT. The perfor-
mance of the proposed method is compared with other 
standard methods available in literature such as Frame 
Difference, Background subtraction.

Fig. 3 Example of Background subtraction method.

OUTPUT RESULT FOR RELATED WORK

Image (a),(b) and (c) are the input images of the video se-
quence and corresponding ouput are shown in the below 
images (d),(e) and (f).

3. PROPOSED SYSTEM:

The proposed method is an approximate median filter 
based method in Daubechies complex wavelet domain. It 
uses frame differencing for obtaining video object planes 
which gives the changed pixel value from consecutive 
frames. First, we decompose two consecutive frames 
(In-1 and In) using complex wavelet domain and then 
apply approximate median filter based method to detect 
frame difference. For every pixel location (i, j) the co-
ordinate of frame .

where (, ) WI i j n and 1(, ) WI i j n− are wavelet coeffi-
cients of frame (, ) n I i j and 1(, ) n I i j − respectively. Ob-
tained result may have some noise. Applying soft thresh-
olding to remove noise. In presence of noise, equation (1) 
is expressed as:
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  Else In-1(I, j)  =In-1(I, j) -1            (6)

Here In(I, j) is the value of (i, j)th pixel of nth frame and 1 
In(I, j)  − is the value of (i, j)th pixel of (n-1) th frame

The process algorithm is described as follow: 
1. Input video 
2. Frame Separation 
3. Image Sequence 
4. Separation of Image Sequence in Current Frame Image 
and Background Frame Image 
5. Apply complex wavelet transform for both background 
and current image 
6. Sub band Differencing 
7. Soft threshold
8. Inverse complex wavelet transforms 
9. Threshold for foreground detection 
10. Noise removal

11. Morphological filtering 
12. Detection of Moving Object 
13. Performance measurement
 (Similarity/MSE/PSNR/Correlation)

4. EXPERIMENTS AND RESULT:

In this work the aim is to build such a surveillance sys-
tem, which will detect motion even if the moving back-
ground, gradual illumination variations and camouflage 
and shadow into the background, thus achieves robust de-
tection for different types of videos taken with stationary 
cameras. To fulfill this aim , a strong computing software 
called Matlab is used. Matlab provides image Acquisi-
tion and Image Processing Toolboxes which facilitate us 
in creating a good code.Experimental results for moving 
object detection using the proposed methods have been 
produced for input video, that represent typical situa-
tions critical for video surveillance systems, and present 
qualitative results obtained with the proposed method and 
other three methods also. Efficiency in terms of accuracy 
is better than other methods.

(h ) Image 7
 Image 7 shows the input of the image  which recognize  
the moving objects as final results It shown in below 

figures (i),(j),(k) and (l)
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4. PERFORMANCE EVALUATION:

It can be observed from the results that none of the pre-
viously proposed segmentation algorithms give accurate 
segmentation result as compared to ground truth frames. 
In this paper, the performance of the proposed method 
has been compared quantitatively with other state-of-the-
art methods. The proposed system is experimented with 
different settings of adjustable parameters which can be 
used for performance evaluation. Performance of the pro-
posed method is found better in terms of visual perfor-
mance and a number of quantitative measures viz. MSE, 
PSNR, correlation coefficient and similarity This section 
outlines the set of performance evaluation metrics that 
have implemented in order to quantitatively analyze the 
performance of object detection methods. For measuring 
accuracy we adopted different metrics,

A.Mean Square Error (MSE) and Peak Signal 
to Noise ratio( PSNR) :

The Mean Square Error (MSE) and the Peak Signal to 
Noise Ratio (PSNR) are the two error metrics used to 
compare image compression quality. The MSE represents 
the cumulative squared error between the compressed and 
the original image, whereas PSNR represents a measure 
of the peak error. The lower the value of MSE, the lower 
the error. To compute the PSNR, the block first calculates 
the mean-squared error using the following equation:

The PSNR between two images having 8 bits per pixel 
or sample in terms of decibels (dBs) is Generally when 
PSNR is 40 dB or greater, then the original and the recon-
structed images are virtually indistinguishable by human 
observers . In this equation, R is the maximum fluctuation 
in the input image data type. For example, if the input im-
age has a double precision floating-point data type, then 
R is 1. If it has an 8-bit unsigned integer data type, R is 
255, etc.

B. Correlation coefficient: 

This gives statistical relationship between two or more 
random variable or observed data values. This computes 
the correlation coefficient between A and B, where A and 
B are matrices or vectors of the same size.

C. Similarity: 
We considered the pixel-based Similarity measure as     

Greatest value of similarity shows accurate detection of 
moving object.

5. CONCLUSION:

In video surveillance, there are many interference fac-
tors such as target changes, complex scenes, and target 
deformation in the moving object tracking. In this paper 
moving objects detection using discrete wavelet trans-
form domain have been proposed. The performance of 
the proposed method have been evaluated and compared 
with other standard methods in consideration in terms of 
various performance metrics. From the obtained results 
and their qualitative and quantitative analysis, it can be 
concluded that the proposed method can reduce noise and 
occlusion problems and well as it also capable of allevi-
ating the problems associated with other spatial domain 
methods such as ghosts, clutters, noises etc. used . Future 
work will address on techniques to get better results to 
improve the human detection methods and occlusion han-
dling in surveillance applications.
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TABLE 1 : Values of RFAM, MP, RPM and NCC for test case of video sequence.


