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Abstract:

In this thesis we had implemented a novel low level fea-
ture extractor and k-means clustering with bit wise Eu-
clidean distance for similarity measurement between the 
feature vectors of query and database, which will be more 
secured and real time based application. By using the 
biorthogonal spline wavelet filtering method the compu-
tational time is high and the accuracy will be much lower. 
Hence, it can be extended to improve the efficiency and 
accuracy with inclusion of segmentation with k-means 
clustering (SKMC), which will represent the cluster pat-
tern of a query and data base images. Therefore, to incor-
porate both cluster patterns and low level features of im-
age, we proposed a novel scheme in which both of them 
will be represented in a single composite feature known as 
bi-orthogonal spline discrete wavelet with k-means clus-
tering (BSDW-KMC). This addition work had improved 
the system accuracy as well as the precision time image 
retrieval system.
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I.INTRODUCTION:

Recent years there is a rapid growth in searching engines 
such as Bing image search: Microsoft’s CBIR engine 
(Public Company), Google’s CBIR system, note: does 
not work on all images (Public Company), CBIR search 
engine, by Gazopa (Private Company), Imense Image 
Search Portal (Private Company) and Like.com (Private 
Company), image retrieval has become a challenging 
task.The interest in CBIR has grown because of the re-
trieval issues, limitations and time consumption in meta-
data based systems.

We can search the textual information very easily by the 
existing technology, but this searching methods requires 
humans to describe each images manually in the database, 
which is not possible practically for very huge databases 
or for the images which will be generated automatically, 
e.g. images generated from surveillance cameras. It has 
more drawbacks that there is a chance to miss images 
that use different equivalent word in the description of 
images. The systems based on categorizing images in se-
mantic classes like “tiger” as a subclass of “animal” can 
debar the miscatergorization problem, but it will requires 
more effort by a use to identify the images that might be 
“tigers” , but all of them are categorized only as an “ani-
mal”. Content-based image retrieval (CBIR) is a appli-
cation of methods of acquisition, pre-processing, analyz-
ing, representation and also understanding images to the 
image retrieval problem, that is the problem of exploring 
for digital images from large databases. The CBIR system 
is opposed to traditional approaches, which is known on 
concept based approaches i.e., concept based image in-
dexing (CBII) [1].

II.RELATED WORK:

In the past decades several CBIR systems have been pro-
posed, and still the researchers are focusing on develop-
ing extended CBIR systems with more effective results. 
The letter proposed in [4] gives a comparison of different 
approaches of CBIR based on similarity measures and im-
age features to identify the similarity between the images, 
which provides accurate information for retrieving the 
relevant images from large database. Wan Siti et.al pro-
posed in [5] compares the several medical image retrieval 
systems based on the feature extraction and to improve 
the effectiveness of the CBIR system for medical images 
such as magnetic resonance (MR) images and computed 
tomography (CT) images [10]. The major concept pro-
posed in [5] is to help in the diagnosis such as to find the 
similar disease and monitoring of patient
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progress continuously. B. S. Manjunath et.al presented 
in [6] is the combination of color, texture with inclusion 
of edge compactness for Motion Picture Expert Group 
(MPEG)-7 standards. Another approach proposed in [7] 
used different color spaces such as HSV and YCbCr 
explains a similar approach based on color and texture 
analysis.  The work proposed in [8] introduces a new re-
trieval system which has done by using wavelet transfor-
mation with both color and texture features together and 
will perform better than existed state of art algorithms. 
Recently, retinal image retrieval system called CBIR for 
retinal and blood vessels extraction [9] has been analyzed 
by the histogram features of RGB color components. The 
multi resolution analysis has applied to the image to ac-
quire the texture information. In addition to improve the 
performance, morphological operations are applied to 
study the shape of object. Swati Agarwal has proposed 
a new CBIR system in [11], which is by using discrete 
wavelet transform and edge histogram descriptor (EHD). 
Here the retrieval is based on color and texture features 
not by using color information in the image, input im-
age first decomposes the input query image into several 
sub bands i.e., approximation coefficients and detail co-
efficients, where detail coefficients consists of horizon-
tal (LH), vertical (HL) and also the diagonal information 
(HH) of the image. Afterwards, EHD is used to gather the 
information of dominant edge orientations. This mixture 
of 3D-DWT and EHD will improve the efficiency of the 
CBIR system.  

Fig1. Existing Bi-orthogonal Spline wavelet (BSW) fil-
tering scheme for CBIR system.

Bi-orthogonal Spline Wavelet filtering :

When we use similar FIR filters for decomposition and 
reconstruction then symmetry and exact reconstruction 
will be incompatible. Hence, two wavelets will be used in 
biorthogonal filters instead of just one:ψ ̃ is used as a one 
wavelet to analyze the signal coefficients using

In this paper, a novel method for CBIR system “An adap-
tive query image searching using low level feature ex-
traction and k-means clustering” has been proposed to 
improve the system efficiency and precision time. Here 
we have four main steps: First, segmentation will be done 
with the k-means clustering for both query and database 
images as well. Then, BSDW will be applied to get the 
low level features and patterns of images. Now, make a 
feature vectors using the low level features, patterns and 
clusters. Finally, calculate the distance between feature 
vector of the query image and data base images, if the 
distance is small enough then the corresponding image 
will be matched with the query image. 

III.PROPOSED CBIR SYSTEM:

For image retrieval, classification and indexing both color 
and texture have been used widely in various applications. 
Histogram of a image is a graphical analysis of a image, 
which represents the color information of image. It is a 
first order statistical measure. The major drawback of this 
histogram based approaches is that the spatial distribution 
and local variations will be ignored. Local spatial varia-
tion of pixel intensity is commonly used to capture texture 
information in an image. Wavelet transform is a one of 
the best approach to find the low level features of image 
which is an extension for both fourier (FT) and short time 
fourier transforms (STFT). It uses an adaptive window to 
make sure that the every part of the signal or image in-
formation will be extracted by using the scaling property. 
Here, we used a discrete wavelet (DW) transform with 
bi-orthogonal spline filters to get the pattern classification 
of medical x-ray images.  

3.1.Discrete Wavelet Transform (DWT):

Discrete Wavelet Transform (DWT) is a modified version 
of Continuous Wavelet Transform (CWT). DWT prin-
ciples are very similar to the CWT however the wavelet 
scales and positions are based upon powers of two.
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The basic principle of DWT is to pass the input signal 
through a group of filters i.e., low pass and high pass fil-
ters to get the low frequency (LF) and high frequency (HF) 
of source signal. Low frequency contents include LL and 
these coefficients are known as the approximation coef-
ficients [18]. This means the approximations are obtained 
by using the high scale wavelets which corresponds to the 
low frequency. The high frequency components which are 
known as LH, HL and HH of the signal are called the de-
tails which will be obtained by using the low scale wave-
lets which corresponds to the high frequency. The process 
of DWT filtering includes, first the signal is fed into the 
wavelet filters. These wavelet filters comprises of both 
the high-pass and low-pass filter. Then, these filters will 
separate the high frequency content and low frequency 
content of the signal. However, with DWT the numbers 
of samples are reduced according to dyadic scale. This 
process is called the sub-sampling. Sub-sampling means 
reducing the samples by a given factor.  Due to the disad-
vantages imposed by CWT which requires high process-
ing power [11] the DWT is chosen due its simplicity and 
ease of operation in handling complex signals. 

3.2.K-means Clustering :

•First we will select the number of centroids randomly 
i.e., depends on number of clusters
•Now, partition the objects within each cluster
•It finds partitions such that pixels within each cluster are 
as close to each other as possible, and as far from objects 
in other clusters as possible. 
•The objects are in the cluster or not will be calculated by 
measuring the distance between the cluster pixels. When 
the calculated Euclidean distance has minima value then 
the pixels will be grouped with the respective cluster.
•Do the above process for remaining clusters also. Then, 
we will get three clusters with their similar pixels.
•Now, calculate the mean of each cluster and replace the 
mean values with the centroids
•Repeat the same process with these new centroids by 
giving the number of iterations until unless the conver-
gence occurrence i.e., the mean value of clusters = cluster 
centroid value.

Fig2. Flow chart of K-means clustering

The steps involved in proposed scheme are as follows:
Step1: Select and read the query image from the data-
base.
Step2: Apply segmentation with k-means clustering to the 
query image.
Step3: Now, select the bi-orthogonal spline wavelet filters 
and apply DWT to extract the low level features
Step4: Make feature vector by using the above three 
steps 
Step5: Read all the database images and apply all the three 
steps which have been applied to the query image to find 
the feature vectors 
Step7: Combine all the feature vectors and make it into a 
single feature vector for query image features and data-
base images as well 
Step8: Calculate the Euclidean distance for the similarity 
check, when the similarity between the query and data-
base images will be more than 85% 

Fig.3. Proposed scheme of CBIR system
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IV.SIMULATION RESULTS:

In this section we discussed the simulation results of 
CBIR system for bio-medical images based on the pro-
posed and conventional schemes. The proposed algorithm 
has been tested with few databases and displayed the out-
puts in the below figures. Fig4 shows that the initial GUI 
model for retrieving images using existing and proposed 
CBIR schemes, selecting an image by browsing computer 
is shown in fig5. The output of existing BSW scheme has 
shown in fig6, which has only 2 relevant images from the 
four windows i.e., less accuracy in efficiency and preci-
sion. Proposed retrieval system has been shown in fig7, 
in which we got more precision time and accuracy. This 
CBIR system has been tested with few more medical im-
ages, the remaining figures shows that the retrieval of the 
given input relevant images. As a measure of performance 
we have used two widely used metrics of Precision and 
Recall [13].  Precision is a measure of ability of CBIR 
algorithm to retrieve only relevant images, while Recall 
decides the ability of CBIR algorithm to retrieve all rel-
evant images as defined by (4) and (5) respectively. 

Fig.4 GUI model of CBIR system using existing and 
proposed algorithm

Fig.5 selecting an image from the query folder
 

Fig.6 Retrieved images using Existing CBIR scheme

Fig7. Retrieved images using proposed CBIR system
 

(a)
 

(b)
Fig.8 retrieved images (a) Existing scheme and (b) 

Proposed scheme with another image
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Fig.9 performance evaluation with precision and re-
call

 
 

Fig. 10 Retrieved images using existing and proposed 
schemes.

V.CONCLUSION:
In this letter we had proposed an adaptive CBIR scheme 
for large database systems. Feature vectors have been 
generated by considering multiple features of images with 
wavelet filtering and k-means clustering. Euclidean dis-
tance is used to measure the similarity between the query 
and database feature vectors to retrieve the relevant imag-
es. By using low level feature extraction and SKMC, the 
performance of the proposed CBIR system had improved 
in terms of the accuracy and computational complexity 
while improving the system efficiency. The proposed sys-
tem has proven that this approach has got superior perfor-
mance than the existing CBIR schemes.
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