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Abstract:

The on-chip interconnection system known as advanced 
microcontroller bus architecture (AMBA) is a well estab-
lished open specification for the proper management of 
functional blocks comprising system-on-chips (SOCs). In 
the subject paper, the design and implementation details 
of AMBA high-performance bus (AHB) master and slave 
with memory controller (MC) interface are discussed. A 
bridge between AHB master and slave with supportive 
application of MC is also proposed and the resultant effi-
ciency in respect of area overhead and speed is provided. 
The realization of the control structure is based on the 
concept of conventional finite state machines (FSMs). 
The intellectual property (IP) blocks of AHB master and 
slave are simulated on a Xilinx Spartan3 field program-
mable gate array (FPGA) .
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1.INTRODUCTION:

Embedded real-time systems in particular and system-on-
chips (SOCs) in general are typically comprised of vari-
ous types of computational elements. In the realm of pro-
cessing, these elements perform different tasks in order 
to realize an overall solution. Consider a set-top box for 
television (TV) sets as an example. A set-top box must 
generate inputs for a particular television channel from 
the received digital satellite signal.
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The entire process incorporates several phases. The first 
is to split the incoming digital signal into its component 
video and audio data streams. The next phase is to convert 
the video data stream into its actual television signal. Also, 
the audio data stream has to be changed into audio signal 
for the TV set. Besides, an additional job to look after will 
be to handle the user input or changing the channel when 
the remote control will be pressed. All these operations 
have to be completed not only simultaneously but within 
a certain time frame. The cost of not accomplishing these 
within the stipulated time frame or deadline will be mani-
fested in the form of blank screen or audible noises. This 
is obviously unacceptable and hence, it is necessary to 
always deliver the data within real-time deadlines. The 
needed computational elements here will be either gener-
al-purpose or special-purpose processors (such as signal 
processors). Nowadays, multitudes of these devices are 
integrated in the form of an SOC. 

A processor needs to interact with other processors, 
memories or input/output (I/O) devices to complete a 
task. Currently, bus systems are used to interconnect the 
intellectual property (IP) blocks. The current research in 
this field suggests that using instead network-on-chips 
(NOCs) to interconnect these IP blocks might allow more 
flexibility than buses . However, to get NOCs acceptable 
to the industry is still an open question. A major prob-
lem in the present context is to deal with large amount of 
data storage. Usually, higher storage volumes are handled 
using on chip dynamic memory. The manufacturing pro-
cess for the memories is different from that for standard 
logic. The dynamic memories have high data rates and 
large storage capabilities. Not with standing, the dynamic 
memories lack compliance in accessing different loca-
tions efficiently at random and also necessitate periodic 
refreshing to keep the storage content intact.
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In order to allow efficient communication between the IP 
blocks and a shared memory requires the use of a memory 
controller (MC). The IP blocks, which communicate with 
the memory, are named as requestors. The MC arbitrates 
among the requestors and manages the memory accesses. 
The target of this paper is to design an MC that will pro-
vide guarantee in real-time for efficient communication 
between the IP blocks and memory. In the following, we 
first present an overview of the MC in general and AMBA 
system in particular.

2.DISCUSSION ON MEMORY CONTROL-
LER (MC)  AND  AMBA SYSTEM:

The performance of microprocessors has been improving 
rapidly over the years. In contrast, the memory latencies 
and bandwidths have progressed relatively little. As a 
consequence, the memory access has been a real bottle-
neck in the context of improving the system performance. 
The MC should be efficiently combined with the inter-
connections. The MC is designed as a master that oper-
ates on different protocols and interacts with the memory 
by sending or receiving data with the help of its slave. 
The biggest challenge in an SOC design is the integra-
tion of processors and memory modules. An increasing 
numbers of companies have adopted the advanced mi-
crocontroller bus architecture (AMBA) system, which 
has rapidly evolved as the de facto standard for the SOC 
interconnections and IP library development. The AMBA 
enhances a reusable design methodology by defining a 
common backbone for the SOC modules. An AMBA-
based microcontroller (Fig.1) typically consists of a high-
performance system backbone bus called AMBA high-
performance bus (AHB) or advanced system bus (ASB), 
able to sustain external memory bandwidth, on which the 
central processing unit (CPU), on-chip memory and other 
direct memory access (DMA) devices reside. 

Fig.1: AMBA-based microcontroller

This bus provides a high bandwidth interface between 
those that are involved in most of the transfers.

The design and implementation of an AMBA-based MC 
with the aid of AHB-compliant MCs are primarily target-
ed in this paper The AMBA-based MC furnishes ease of 
integration for sub-frame extraction of various data struc-
tures in SOCs. The AMBA-based interaction deals with 
role-specific operations. It is categorized into two dedi-
cated features, viz. decision (AHB master) and response 
(AHB slave). 

Moreover, an AHB master enables transfer in burst mode, 
while AHB master-to-AHB slave supports increment-
ing and wrapping addressing modes and completes data 
transfer where the data width of read and write is different 
by asymmetric asynchronous first-in firstout (FIFO). In 
the following section, a bridge between an AHB with ap-
plication of MC is shown; also, the efficiency in terms of 
area overhead and speed is discussed. The control struc-
ture is designed with conventional finite state machines 
(FSMs). The IP of an AHB master and slave is realized 
and its interface with the MC is designed and tested.

3. ARCHITECTURE OF AMBA HIGH-PER-
FORMANCE BUS  (AHB) MEMORY CON-
TROLLER (MC) :

The AHB is a new generation AMBA bus which is in-
tended to address the requirements of high-performance 
synthesizable designs. It is a system bus that supports 
multiple bus masters and provides high bandwidth op-
eration. The AHB implements features required for high 
clock frequency systems including: i) burst transfers; ii) 
split transactions; iii) single-cycle bus master handover; 
iv) single-clock edge operations  ; v) non-tristate imple-
mentations; and vi) wider data bus configurations (64/128 
bits).

3.1. Bus interconnection: 

The AHB bus protocol is designed to be used with a cen-
tral multiplexer (MUX) interconnection scheme. Using 
this scheme, all bus masters drive out the address and 
control signals, indicating the transfer they wish to per-
form, while the arbiter determines which master has its 
address and control signals routed to all of the slaves A 
central decoder is also required to control the read data 
and response MUX, which selects the appropriate signals 
from the slave that is involved in the transfer.
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3.2. Basic transfer:

The AHB data transfer consists of two distinct phases: 

i) address phase, which lasts only one single cycle; 

ii) data phase, which may require several cycles. This is 
realized by using the HReady signal. The top-level imple-
mentation of an AHB-compliant MC is shown in Fig 2. 

Fig.2: Top architecture of AHB memory controller 
(MC).

The data are initiated by the master and communicated 
through the slave to the MC. Initially, the master gener-
ates the data and control signals; those controls cannot di-
rectly communicate with any given generic memory and 
hence, data are processed through the slave; further, data 
pass through the slave interface.

 We have used FIFO for data and control buffering so 
that even the slave and memory are in different clocks 
(CLKs), ensuring that our communication is guaranteed. 
It reduces the complexity. Further, data are transmitted 
through the random-access memory (RAM) or read-only 
memory (ROM), depending upon the read or write com-
munication. 

3.3 AMBA high-performance bus (AHB) mas-
ter: 

An AHB master (Fig.3) has the most complex bus inter-
face in an AMBA system. It contains mainly the address 
generator and controller. Initially, the first address is giv-
en by the CPU; then, it passes to the MUX. Depending on 
the selection, it sends its data to the address generation 
block.

Fig. 3: Top architecture of AHB bus master

The number of addresses generated is given by a counter 
which decides how many addresses are required depend-
ing on the HBurst signal. There is a controller implement-
ed by FSM which takes care of the  entire operation of the 
different blocks. Fig 8 presents the structural implementa-
tion of the address generator block, which is a combina-
tion of 2:1 MUX and 8:1 MUX. In this architecture, the 
initial address is given by the CPU and next addresses 
are generated by the various blocks such as an increment 
operator (INCR).

3.4. AMBA high-performance bus (AHB) 
slave: 

An AHB slave responds to transfers initiated by the bus 
masters within the system. The slave uses a select control 
signal (HSELx) from the decoder to determine when it 
should respond to a bus transfer. All other signals required 
for the transfer, viz. the address and control information 
will be generated by the bus master. Fig 4 shows the state 
diagram of a slave interface.

Fig. 4 : State diagram of slave interface.
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It is an FSM implementation; the initial condition is the 
reset state that is an idle state when no operation is in-
volved. As the start signal arrives, the FSM triggers. 
Depending on the HRead and HWrite signals, it decides 
upon to which state it has to move. If HReady is low, the 
system will stay in the starting state; if HReady is high, 
based on HWrite, it goes to read or write state. If HWrite 
is high, the state passes on to the write state; otherwise, if 
HRead is high, the system enters the read state. If HReady 
is low, the system transfers to the wait state; it remains in 
this state until HReady becomes high again. If any error 
occurs, the system enters the error state.

3.5. Memory controller (MC): 

It is also an FSM implementation; the initial condition 
is reset state which is an idle state when no operation is 
there. When start signals arrive, the FSM triggers; de-
pending upon the instruction, its operation is decided on 
by command (CMD) control state. Based on the instruc-
tion, it moves to RAM read, RAM write and ROM read 
operations. Two important tasks for the MC are to handle 
all the scheduling among the different commands and to 
keep track of which rows are presently activated. The ac-
tivation of rows is time consuming and therefore, the MC 
has a look-ahead functionality where the arbitrator can 
report which command is going to be executed after the 
current one has been completed. The arbitrator makes it 
possible to activate the row in advance if the next com-
mand is not retrieving the same bank or chip as the cur-
rent command. 

3.6. First-in first-out (FIFO): 

The FIFO is a method of processing and retrieving data. 
In a FIFO system, the first items entered are the first ones 
to be removed. In other words, the items are removed in 
the order they are entered. Fig 5 shows a FIFO buffer con-
sisting of two modules (called source and sink) connected 
to one another.

Fig. 5: First-in first-out (FIFO).

When data are being passed from module to module, the 
source is the module that is outputting data. The sink is the 
module that is receiving that data. In Fig 6, three signals 
are shown between the two modules A and B: data, FIFO 
full and FIFO empty. The line marked data represents the 
wire that actually passes the data from the source to sink. 
The FIFO full and FIFO empty are known as handshaking 
signals, which allow the source and sink to communicate 
when it is time to pass the data. The FIFO full signal indi-
cates that the FIFO is full and puts valid data on the data 
line. FIFO full is what is called a state signal – it is high 
only when data are valid. If data are not valid on the data 
line during a particular cycle, valid should be low during 
that cycle.

4. SIMULATION RESULTS:

The pin diagrams and register-transfer level (RTL) views 
of the master MC, and slave controller interface are 
Shown in Fig.6.

 
Fig.6: Pin Diagram of  Master and slave Controller

The RTL views shown are implemented in Xilinx web 
pack using Verilog hardware description language (HDL) 
and simulated in ModelSim. The simulation results of the 
FIFO block operations: FIFO full or empty, signals high 
or low, depending on the read or write control signals are 
shown in Fig 14.

Fig:7: Simulation result of Memory Controller
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If a write operation is to be executed, then, the FIFO is 
empty (default) and once the entire data are written, the 
FIFO turns to full. The MC outputs depend upon CMD 
control. There are three outputs: RAM_RD, RAM_WR 
and ROM_RD, as shown in Fig.7.

Fig.8: Simulation Result Of First in First Out

Furthermore, the read or write operations are forwarded to 
the MC by the slave interface. In terms of speed, the mini-
mum period is 6.425ns (maximum frequency of 155.647 
MHz). The minimum input arrival time before the clock 
pulse is 7.269ns. The maximum required output time after 
the clock pulse is 6.141ns; these results rank grade-5 with 
respect to speed. The power analysis was generated by 
Xilinx XPower analyzer. The AMBA MC optimizes the 
power – the total power dissipated by the AMBA MC is 
27.34 mW with a maximum frequency of 155.64 MHz.

5.Conclusions:

An AHB-based MC is designed, realized and tested in the 
present paper. The implementation was carried out using 
Verilog HDL for SOC solutions. The design has taken care 
of balance between area overhead and speed. The master 
has been implanted and its address generator block is syn-
thesized with a single adder instead of typical 64 adders. 

The design has been realized following a modular ap-
proach. To avoid handshaking complexity, we have used 
the FIFO for the MC and slave interface. Even though 
this increases the latency, it makes design simple and free 
of bottleneck. The design has been synthesized on Xilinx 
13.1 Spartan3 and simulated in ModelSim.
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