
                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

Abstract:

A binary decoder is a combinational logic circuit that 
converts a binary integer value to an associated pattern 
of output bits. They are used in a wide variety of appli-
cations, including data de-multiplexing, seven segment 
displays, and memory address decoding.This paper dem-
onstrates the reversible logic synthesis for the n-to-2nde-
coder, where n is the number of data bits.The circuits are 
designed using only reversible fault tolerant Fredkin and 
Feynman double gates. Thus, the entire scheme inherently 
becomes fault tolerant. Algorithm for designing the gen-
eralized decoder has been presented. In addition, several 
lower bounds on the number of constant inputs, garbage 
outputs and quantum cost of the reversible fault tolerant 
decoder have been proposed. The gate simulations of the 
proposed decoder are shown using Xilinx 14.4 ISE, which 
proved the functional correctness of the proposed circuits.  
The comparative results show that the proposed design 
is much better in terms of quantum cost, delay, hardware 
complexity and has significantly better scalability than 
the existing approach.

Index Terms:

Decoder, Delay, Garbage Output, Quantum Cost, Revers-
ible & Fault Tolerant Computing.

1.INTRODUCTION:

The encoded input information need be preserved at the 
output in computational tasks pertaining to digital sig-
nal processing, communication, computer graphics, and 
cryptography applications. The conventional computing 
circuits are irreversible i.e. the input bits are lost when the 
output is generated. This information loss during compu-
tation culminates into increased power consumption. Re-
versible logic plays an extensively important role in low
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power computing as it recovers from bit loss through 
unique mapping between input and output vectors [1]. No 
bit loss property of reversible circuitry results less power 
dissipation than the conventional one [2]. Moreover, it is 
viewed as a special case of quantum circuit as quantum 
evolution must be reversible [3]. Over the last two de-
cades, reversible circuitry gained remarkable interests in 
the field of DNA-technology [4], nano-technology [5], 
optical computing [6], program debugging and testing 
[7], quantum dot cellular automata [8], and discrete event 
simulation [9] and in the development of highly efficient 
algorithms [10]. 

On the other hand, parity checking is a popular mecha-
nisms for detecting single level fault. If the parity of the 
input data is maintained throughout the computation, then 
intermediate checking wouldn’t be required and an entire 
circuit can preserve parity if its individual gate is parity 
preserving [11]. Reversible fault tolerant circuit based on 
reversible fault tolerant gates allows to detect faulty sig-
nal in the primary outputs of the circuit through parity 
checking [12]. 

Hardware of digital communication systems relies heav-
ily on decoders as it retrieve information from the coded 
output. Decoders have also been used in the memory and 
I/O of micro processors [13]. In [7], a reversible fault tol-
erant decoder was designed, but it was not generalized 
and compact. Therefore, this paper investigates the gen-
eralized design methodologies of reversible fault tolerant 
decoders.

2.LITERATURE REVIEW:

This section formally defines reversible gate, garbage 
output, delay, hardware complexity and presents popu-
lar reversible fault tolerant gates along with their input-
output specifications, transistor and quantum equivalent 
representations.
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2.1. Reversible and Fault Tolerant Gates:

An n×n reversible gate is a data stripe block that uniquely 
maps between input vector Iv= (I0, I1, ..., In−1) and out-
put vector Ov= (O0, O1, . . . , On−1)denoted as Iv↔Ov. 
Two prime requirements for the reversible logic circuit 
are as follows [14]: 
•There should be  equal number of inputs and outputs.
•Thereshould be one-to-one correspondence between in-
puts and outputs for all possible input-output sequences. 
A Fault tolerant gate is a reversible gate that constantly 
preserves same parity between input and output vectors. 
Morespecifically, an n × n fault tolerant gate clarify the 
following property between the input and output vectors 
[12]:

Parity preserving property of Eq.1 allows to detect a faulty 
signal from the circuit’s primary output. Researchers [11], 
[12], [15] have showed that the circuit consist of only re-
versible fault tolerant gates preserves parity and thus able 
to detect the faulty signal at its primary output.

2.2. Qubit and Quantum Cost:

The main difference between the qubitsandconventional 
bits is that, qubits can form linear combination of states |0> 
or |1> called superposition, while the basic states |0> or |1> 
are an orthogonal basis of two-dimensional complex vec-
tor [3]. A superposition can be denoted as,|ψ>=α|0>+β|1>, 
which means the probability of particle being measured 
instates 0 is|α|2, or results 1 with probability|β|2, and of-
course |α|2+|β|2=1 [16]. Thus, information stored by a 
qubit are different when given different α and β. Because 
of such properties, qubits can perform certain calculations 
expo nentially faster than conventional bits. This is one 
of the main motivation behind the quantum computing. 
Quantum computer demands its underneath circuitry be 
reversible [1][6]. The quantum cost for all 1×1 and 2 ×2 
reversible gates are considered as 0 and 1, respectively [6]
[14]. Hence, quantum cost of a reversible gate or circuit is 
the total number of 2 × 2 quantum gate used in that revers-
ible gate or circuit.

2.3. Delay, Garbage Output and Hardware 
Complexity:

The delay of a circuit is the delay of the critical path. The 
path with maximum number of gates from any input to 
any output is the critical path [1].

There may be more than one critical path in a circuit and 
it is an NP-complete problem to find all the critical paths 
[17]. So, researchers pick the path which is the most like-
ly candidates for the critical paths [18]. Unused output of 
a reversible gate (or circuit) is known as garbage output, 
i.e., the output which are needed only to maintain the re-
versibility are the garbage output. The number of basic 
operations (Ex-OR, AND, NOT etc.) needed to realize the 
circuit is referred to as thehardware complexityof the cir-
cuit. Actually, a constant complexity is assumed for each 
basic operation of the circuit, such as, α for Ex-OR,β for 
AND,γfor NOT etc. Then, total number of operations are 
calculated in terms of α, β, and γ.

2.4. Popular Reversible Fault Tolerant Gates:

1) Feynman Double Gate:Input vector (Iv) and output 
vector (Ov) for 3 × 3reversible Feynman double gate 
(F 2G) is defined as follows [19]:Iv= (a, b, c)andOv=(a, 
a  b, a  c). Block diagram of F 2G is shown in Fig.1(a).
Fig.1(b) represent the quantum equivalent realization of F 
2G.From Fig.1(b) we find that it is realized with two 2×2 
Ex-ORgate,  thus its quantum cost is two (Sec. 2.2). 

Fig.5.1: Reversible Feynman double gate (a) Block 
diagram (b) Quantum equivalent realization .

2)FredkinGate:The input and output vectors for 3 × 3 
Fredkin gate (F RG) are defined as follows [20]: Iv= (a, b, 
c) and Ov= (a, a b + ac, a c +ab). Block diagram of F RG 
is shown in Fig.2 (a). Fig. 2(b) represents the quantum 
realization of F RG. In Fig.2 (b), each rectangle is equiva-
lent to 2 × 2 quantum primitives, therefore its quantum 
cost is considered as one [13]. Thus total quantum cost of 
F RG is5.

Fig.5.2: Reversible Fredkin gate (a) Block diagram (b) 
Quantum equivalent realization

Reversible Fredkin and Feynman double gate obey the 
rule of Eq.1. The fault tolerant (parity preserving) Prop-
erty of Fredkin and Feynman double is shown in Table 1.
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TABLE 1: Truth table for F2G and FRG:

2.5 Decoder:

Decoders are the collection of logic gates fixed up in a 
specific way such that, for an input combination, all out-
puts terms are low except one. These terms are the min-
terms. Thus, when an input combination changes, two 
outputs will change. Let, there are n inputs, so number of 
outputs will be 2n. There are several designs of reversible 
decoders in the literature. To the best of out knowledge, 
the designs from [7] is the only reversible design that pre-
serve parity too.

3. PROPOSED REVERSIBLE FAULT TOL-
ERANT DECODER:

Considering the simplest case,n=1, we have a 1-to-2 de-
coder. Only a F 2G can work as 1-to-2Reversible Fault 
tolerantDecoder (RFD) as shown in Fig.4 and from now 
on, we denote a reversible fault tolerant decoder as RFD.

Fig.4: Proposed 1-to-2 RFD Architecture

Fig.5(a) and Fig.5(d) represent the architecture of 2-to-4 
and 3-to-8 RFD, respectively. From Fig.5(c), we find that 
3-to-8 RFD is designed using 2-to-4 RFD, thus a schema 
of Fig.5(a) is created which is shown in Fig.5(b). Algo-
rithm 1 presents the design procedure of the proposedn-
to-2nRFD. 

Primary input to the algorithm aren control bits. Line 6 of 
the proposed algorithm assigns the input to the Feynman 
double gate for the first control bit (S0), whereas line 9 
assigns first two inputs to the Fredkin gates for all the re-
maining control bits. Line 10-12 assign third input to the 
Fredkin gate for n =2 

Fig.5.5: (a) Block diagram of the proposed2-to-4 RFD. 
(b) Schematic diagram of 2-to-4 RFD. (c) Block dia-
gram of the proposed 3- to-8 RFD. (d) Block diagram 
of the proposed 4- to-16 RFD. (e) Block diagram of the 

proposed n-to-2nRFD.

While line 13-15 assigns third input to the Fredkin gate 
through a recursive call to previous RFD forn>2.Line  18-
19 returns outputs. The complexity of this algorithm is 
O(n). According to the proposed algorithm architectureof 
n-to-2nRFD is shown in Fig.7. we present the gate rep-
resentations of FRG and F2G. These representations are 
finally used to get the gate circuits of the proposed de-
coder. Each of the proposed circuit are simulated Xilinx 
ISE simulator. This simulationsalso show the functional 
correctness of the proposed decoders. Table.2 shows a 
comparative study of the proposed fault tolerant decoders 
with existing fault tolerant one. Theorem 1: An n-to-2-
nreversible fault tolerant decoder can be realized with at 
least n garbage outputs and 2n constantinputs, where n is 
the number of data bits.
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Proof: An n-to-2n decoder has n inputs and 2noutputs. 
Thus, to maintain the property of reversibility, there should 
be at least (2n −n) constant inputs. However, this (2n − 
n) constant inputs don’t preserve the parity. To preserve 
the parity, at least n more constant inputs are needed. So, 
there should be at least n garbage outputs.Example 1: Let 
the value of n be 1. Then, we have the 1-to-2 reversible 
fault tolerant decoder. As shown in Sec.2, for a reversible 
circuit it is necessary to maintain the one-to-one corre-
spondence between input and output vectors and thus, any 
reversible circuit should have equal number of inputs and 
outputs. In the 1-to-2 decoder, there are 2 primary outputs 
(O0,O1) but 1 input (S0), hence according to the property 
of reversibility, 1-to-2 reversible decoder should have at 
least 1 constant input.

The value of this constant inputcan be either 0 or 1. Ta-
ble.3 shows that whatever the value of this constant in-
put, it will never be able to preserve the parity between 
input and output vectors, which is the prime requirement 
of the reversible fault tolerant logic circuit. Therefore, to 
preserve the parity for the 1-to-2 reversible fault tolerant 
decoder we need at least one more constant input,i.e., at 
least 2 constant inputs are required for the 1-to-2 revers-
ible fault tolerant decoder.

TABLE 5.2: Comparison of reversible fault 
tolerant decoders

GT = No of Gate, GO = Garbage Output, QC = Quantum 
cost,HC = Hardware Complexity, UD = Unit Delay.
* The design is not generalized one, i.e., it is not an n-to-
2n decoder.

TABLE 3: 1-to-2 decoder with 1 constant in-
put

Next, we must prove the existence of combinational cir-
cuit which can realize the reversible fault tolerant 1-to-2 
decoder by 2 constant inputs. This can easily be accom-
plished by the circuit shown inFig.4(a). It can be verified 
that Fig.4(a) is reversible and fault tolerant with the help 
of its corresponding truth table, there is no need to give 
more detail. Now, in 1-to-2 reversible fault tolerant de-
coder there are at least 2 constant inputs and 1 primary 
input, i.e., total of 3 inputs. Thus, 1-to-2 reversible fault 
tolerant decoder should have at least 3 outputs, otherwise 
it will never comply with the properties of reversible par-
ity preserving circuit. Among these 3 outputs, only 2 are 
primary outputs. So, remaining 1 output is the garbage 
output, which holds Theorem 1 for n=1.Theorem 2: A 
2-to-4 reversible fault tolerant decoder can be realized 
with at least 12 quantum cost.Proof: A 2-to-4 decoder has 
4 different 2×2 logical AND operations. A reversible fault 
tolerant AND2 operation requires at least 3 quantum cost. 
So, 2-to-4 reversible fault tolerant decoder is realized 
with at least 12 quantum cost. Example 2: Fig.5(a) is the 
proof for the existence of 2-to- 4 reversible decoder with 
12 quantum cost. Next, we want to prove that it is not pos-
sible to realize a reversible fault tolerant 2-to-4 decoder 
fewer than 12 quantum cost. In the 2-to-4 decoder, there 
are 4 different 2×2 logical AND operations, e.g., S1`S0`, 
S1`S0, S1S0`, S1S0. It will be enough if we prove that 
it is not possible to realize a reversible fault tolerant 2×2 
logical AND with fewer than three quantum cost. Con-
sider, i.If we make use of one quantum cost to design the 
AND, that of course is not possible according to our dis-
cussion in Sec. 2. ii.If we make use of two quantum cost 
to design AND, then we must make use of two 1 × 1 or 2 
× 2 gates. Apparently two 1 × 1 gates can’t generate the 
AND. Aiming at two 2 × 2 gates, we have two combina-
tions, which are shown in Fig.6 (a) and Fig.6 (b). In Fig.6 
(a), the output must be (a, ab) if the inputs are (a, b). The 
corresponding truth table is shown in Table.4.
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TABLE 1: Truth table for F2G and FRG:

2.5 Decoder:

Decoders are the collection of logic gates fixed up in a 
specific way such that, for an input combination, all out-
puts terms are low except one. These terms are the min-
terms. Thus, when an input combination changes, two 
outputs will change. Let, there are n inputs, so number of 
outputs will be 2n. There are several designs of reversible 
decoders in the literature. To the best of out knowledge, 
the designs from [7] is the only reversible design that pre-
serve parity too.

3. PROPOSED REVERSIBLE FAULT TOL-
ERANT DECODER:

Considering the simplest case,n=1, we have a 1-to-2 de-
coder. Only a F 2G can work as 1-to-2Reversible Fault 
tolerantDecoder (RFD) as shown in Fig.4 and from now 
on, we denote a reversible fault tolerant decoder as RFD.

Fig.4: Proposed 1-to-2 RFD Architecture

Fig.5(a) and Fig.5(d) represent the architecture of 2-to-4 
and 3-to-8 RFD, respectively. From Fig.5(c), we find that 
3-to-8 RFD is designed using 2-to-4 RFD, thus a schema 
of Fig.5(a) is created which is shown in Fig.5(b). Algo-
rithm 1 presents the design procedure of the proposedn-
to-2nRFD. 

Primary input to the algorithm aren control bits. Line 6 of 
the proposed algorithm assigns the input to the Feynman 
double gate for the first control bit (S0), whereas line 9 
assigns first two inputs to the Fredkin gates for all the re-
maining control bits. Line 10-12 assign third input to the 
Fredkin gate for n =2 

Fig.5.5: (a) Block diagram of the proposed2-to-4 RFD. 
(b) Schematic diagram of 2-to-4 RFD. (c) Block dia-
gram of the proposed 3- to-8 RFD. (d) Block diagram 
of the proposed 4- to-16 RFD. (e) Block diagram of the 

proposed n-to-2nRFD.

While line 13-15 assigns third input to the Fredkin gate 
through a recursive call to previous RFD forn>2.Line  18-
19 returns outputs. The complexity of this algorithm is 
O(n). According to the proposed algorithm architectureof 
n-to-2nRFD is shown in Fig.7. we present the gate rep-
resentations of FRG and F2G. These representations are 
finally used to get the gate circuits of the proposed de-
coder. Each of the proposed circuit are simulated Xilinx 
ISE simulator. This simulationsalso show the functional 
correctness of the proposed decoders. Table.2 shows a 
comparative study of the proposed fault tolerant decoders 
with existing fault tolerant one. Theorem 1: An n-to-2-
nreversible fault tolerant decoder can be realized with at 
least n garbage outputs and 2n constantinputs, where n is 
the number of data bits.
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Proof: An n-to-2n decoder has n inputs and 2noutputs. 
Thus, to maintain the property of reversibility, there should 
be at least (2n −n) constant inputs. However, this (2n − 
n) constant inputs don’t preserve the parity. To preserve 
the parity, at least n more constant inputs are needed. So, 
there should be at least n garbage outputs.Example 1: Let 
the value of n be 1. Then, we have the 1-to-2 reversible 
fault tolerant decoder. As shown in Sec.2, for a reversible 
circuit it is necessary to maintain the one-to-one corre-
spondence between input and output vectors and thus, any 
reversible circuit should have equal number of inputs and 
outputs. In the 1-to-2 decoder, there are 2 primary outputs 
(O0,O1) but 1 input (S0), hence according to the property 
of reversibility, 1-to-2 reversible decoder should have at 
least 1 constant input.

The value of this constant inputcan be either 0 or 1. Ta-
ble.3 shows that whatever the value of this constant in-
put, it will never be able to preserve the parity between 
input and output vectors, which is the prime requirement 
of the reversible fault tolerant logic circuit. Therefore, to 
preserve the parity for the 1-to-2 reversible fault tolerant 
decoder we need at least one more constant input,i.e., at 
least 2 constant inputs are required for the 1-to-2 revers-
ible fault tolerant decoder.

TABLE 5.2: Comparison of reversible fault 
tolerant decoders

GT = No of Gate, GO = Garbage Output, QC = Quantum 
cost,HC = Hardware Complexity, UD = Unit Delay.
* The design is not generalized one, i.e., it is not an n-to-
2n decoder.

TABLE 3: 1-to-2 decoder with 1 constant in-
put

Next, we must prove the existence of combinational cir-
cuit which can realize the reversible fault tolerant 1-to-2 
decoder by 2 constant inputs. This can easily be accom-
plished by the circuit shown inFig.4(a). It can be verified 
that Fig.4(a) is reversible and fault tolerant with the help 
of its corresponding truth table, there is no need to give 
more detail. Now, in 1-to-2 reversible fault tolerant de-
coder there are at least 2 constant inputs and 1 primary 
input, i.e., total of 3 inputs. Thus, 1-to-2 reversible fault 
tolerant decoder should have at least 3 outputs, otherwise 
it will never comply with the properties of reversible par-
ity preserving circuit. Among these 3 outputs, only 2 are 
primary outputs. So, remaining 1 output is the garbage 
output, which holds Theorem 1 for n=1.Theorem 2: A 
2-to-4 reversible fault tolerant decoder can be realized 
with at least 12 quantum cost.Proof: A 2-to-4 decoder has 
4 different 2×2 logical AND operations. A reversible fault 
tolerant AND2 operation requires at least 3 quantum cost. 
So, 2-to-4 reversible fault tolerant decoder is realized 
with at least 12 quantum cost. Example 2: Fig.5(a) is the 
proof for the existence of 2-to- 4 reversible decoder with 
12 quantum cost. Next, we want to prove that it is not pos-
sible to realize a reversible fault tolerant 2-to-4 decoder 
fewer than 12 quantum cost. In the 2-to-4 decoder, there 
are 4 different 2×2 logical AND operations, e.g., S1`S0`, 
S1`S0, S1S0`, S1S0. It will be enough if we prove that 
it is not possible to realize a reversible fault tolerant 2×2 
logical AND with fewer than three quantum cost. Con-
sider, i.If we make use of one quantum cost to design the 
AND, that of course is not possible according to our dis-
cussion in Sec. 2. ii.If we make use of two quantum cost 
to design AND, then we must make use of two 1 × 1 or 2 
× 2 gates. Apparently two 1 × 1 gates can’t generate the 
AND. Aiming at two 2 × 2 gates, we have two combina-
tions, which are shown in Fig.6 (a) and Fig.6 (b). In Fig.6 
(a), the output must be (a, ab) if the inputs are (a, b). The 
corresponding truth table is shown in Table.4.
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Fig.6: Combinations of the two 2 ×2 quantum primi-
tive gates

TABLE 4: Truth table of Fig. 6(a)
 
From Table.4, we find that, outputs are not at all unique 
to its corresponding input combinations (1st and 2nd 
rows have the identical outputs for different input com-
binations). So it can’t achieve the reversible AND. For 
Fig.6(b) if inputs are (a, b, c) then, the outputs of the low-
er level will be offered to the next level as a controlled 
input, this means that second output of Fig.6(b) have to 
be ab, otherwise it will never be able to get outputab since 
third output of Fig.6(b) is controlled by the second out-
put, thereby according to Table 5, we can assert that the 
second combination is impossible to realize the AND no 
matter how we set the third output of Fig.6(b).

TABLE 5: Truth table of Fig. 6(b)

(third column of Table.5), the input vectors will never be 
one-to-one correspondent with the output vectors. There-
fore, we can conclude that, a combinational circuit for re-
versible fault tolerant 2×2 logical AND operation can’t be 
realized with less than three quantum cost. The above ex-
ample clarifies the lower bound in terms of quantum cost 
of 2-to-4 RFD. Similarly, it can be proved that the n-to-2n 
RFD can be realized with 5(2n-8/5) quantum cost, when 
n≥1, and by assigning different values to n, the validity of 
this equation can be proved.Lemma 1: An n-to-2n RFD 
can be realized with (2n- 1) reversible fault tolerant gates, 
where n is the number of data bits. Proof: According to 
our design procedure, an n-to-2n RFD requires an (n − 
1)-to-2n−1 RFD plus n number of Fredkin gates, which 
requires an (n−2)-to-2n−2 RFD plus (n−1) Frdekin gates 
and so on till we reach to 1-to-2 RFD. 1-to-2 RFD requires 
a reversible fault tolerant Feynman double gate only. Thus 
total number of gates required for an n-to-2n RFD is,

Example 3: From Fig.5(c) we find that the proposed 3-to-8 
RFD requires total number of 7 reversible fault tolerant 
gates. If we replace n with 3 in Lemma 1, we get the value 
7 as well.

Lemma 2: Let, α, β, γ be the hardware complexity for a 
two-input Ex-OR, AND and NOT operation, respectively. 
Then an n-to-2n RFD can be realized with (2n+1 − 2)α+ 
(2n+2 − 8)β + (2n+1 − 4)γ) hardware complexity, where n 
is the number of data bits.

Proof: In Lemma 1, we proved that an n-to-2nRFD is real-
ized with a F2G and (2n− 2) FRG. Hardware complexity 
of a FRG and a F2G are 2α+4β +2γ and 2α, respectively. 
Hence, hardware complexity for n-to-2nRFD is

Example 4: Fig.5(c) shows that the proposed 3-to-8 re-
versible fault tolerant decoder requires six Fredkin gates 
and one Feynman double gate. According to our previous 
discussion in Sec. 2, hardware complexity of a Feynman 
double gate is 2α, whereas, hardware complexity of a 
Fredkin gate is 2α +4 β +2 γ. Thus, the hardware com-
plexity of Fig. 5(d) is 6(2α +4β +2γ)+2α = 14α + 24β + 
12γ. In Lemma 2, if we put n =3, we get exactly 14α + 24β 
+ 12γ as well.

4.SIMULATION RESULTS AND ANALY-
SIS:

We have coded the all decoders in Verilog HDL using the 
proposed reversible design and the existing decoders de-
signs of [6] and [7] for bit-widths 1,2, 3,4 and n bits. All 
the designs are synthesized in the Xilinx Synthesis Tool 
and Simulated using Xilinx ISE simulator. After synthesis 
and simulation, the area and delay values are compared 
with conventionallogicgates.

The synthesis result confirms that the proposed reversible 
decoders involves significantly less area and less delay 
and consumes less power than the existing designs.
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Fig.7 Simulation output for 2to4 reversible decoder
 

Fig.8 Simulation output for 3to8 reversible decoder
 

(a)
 

(b)
Fig.9 RTL Schematics of 4to16 reversible decoder(a)

Top block(b)Internal block

 
Fig.10 Technology schematic of 4to16 reversible de-

coder

 
Fig.11 Simulation output for 4to16 reversible decoder
5.CONCLUSION:

we presented the design methodologies of an 1-to-2,2-to-
4,3-t0-8,4-to16 andn-to-2n reversible fault tolerant de-
coder, where n is the number of data bits. We proposed 
several lower bounds on the numbers of garbage outputs, 
constant inputs and quantum cost and proved that the pro-
posed circuit has constructed with the optimum garbage 
outputs, constant inputs and quantum cost. In addition, 
we presented the designs of the individual gates of the 
decoder using reversible logic gates in order to implement 
the circuit of the decoder with gates. Simulations of the 
gateleve implementation of the decoder showed that the 
proposed fault tolerant decoder works correctly. The com-
parative results proved that the proposed designs perform 
better than its counterpart. We also proved the efficiency 
and supremacy of the proposed scheme with several theo-
retical explanations. Proposed reversible fault tolerant de-
coders can be used in parallel circuits, multiple-symbol 
differential detection , network components and in digital 
signal processing  etc. 
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Fig.6: Combinations of the two 2 ×2 quantum primi-
tive gates

TABLE 4: Truth table of Fig. 6(a)
 
From Table.4, we find that, outputs are not at all unique 
to its corresponding input combinations (1st and 2nd 
rows have the identical outputs for different input com-
binations). So it can’t achieve the reversible AND. For 
Fig.6(b) if inputs are (a, b, c) then, the outputs of the low-
er level will be offered to the next level as a controlled 
input, this means that second output of Fig.6(b) have to 
be ab, otherwise it will never be able to get outputab since 
third output of Fig.6(b) is controlled by the second out-
put, thereby according to Table 5, we can assert that the 
second combination is impossible to realize the AND no 
matter how we set the third output of Fig.6(b).

TABLE 5: Truth table of Fig. 6(b)

(third column of Table.5), the input vectors will never be 
one-to-one correspondent with the output vectors. There-
fore, we can conclude that, a combinational circuit for re-
versible fault tolerant 2×2 logical AND operation can’t be 
realized with less than three quantum cost. The above ex-
ample clarifies the lower bound in terms of quantum cost 
of 2-to-4 RFD. Similarly, it can be proved that the n-to-2n 
RFD can be realized with 5(2n-8/5) quantum cost, when 
n≥1, and by assigning different values to n, the validity of 
this equation can be proved.Lemma 1: An n-to-2n RFD 
can be realized with (2n- 1) reversible fault tolerant gates, 
where n is the number of data bits. Proof: According to 
our design procedure, an n-to-2n RFD requires an (n − 
1)-to-2n−1 RFD plus n number of Fredkin gates, which 
requires an (n−2)-to-2n−2 RFD plus (n−1) Frdekin gates 
and so on till we reach to 1-to-2 RFD. 1-to-2 RFD requires 
a reversible fault tolerant Feynman double gate only. Thus 
total number of gates required for an n-to-2n RFD is,

Example 3: From Fig.5(c) we find that the proposed 3-to-8 
RFD requires total number of 7 reversible fault tolerant 
gates. If we replace n with 3 in Lemma 1, we get the value 
7 as well.

Lemma 2: Let, α, β, γ be the hardware complexity for a 
two-input Ex-OR, AND and NOT operation, respectively. 
Then an n-to-2n RFD can be realized with (2n+1 − 2)α+ 
(2n+2 − 8)β + (2n+1 − 4)γ) hardware complexity, where n 
is the number of data bits.

Proof: In Lemma 1, we proved that an n-to-2nRFD is real-
ized with a F2G and (2n− 2) FRG. Hardware complexity 
of a FRG and a F2G are 2α+4β +2γ and 2α, respectively. 
Hence, hardware complexity for n-to-2nRFD is

Example 4: Fig.5(c) shows that the proposed 3-to-8 re-
versible fault tolerant decoder requires six Fredkin gates 
and one Feynman double gate. According to our previous 
discussion in Sec. 2, hardware complexity of a Feynman 
double gate is 2α, whereas, hardware complexity of a 
Fredkin gate is 2α +4 β +2 γ. Thus, the hardware com-
plexity of Fig. 5(d) is 6(2α +4β +2γ)+2α = 14α + 24β + 
12γ. In Lemma 2, if we put n =3, we get exactly 14α + 24β 
+ 12γ as well.

4.SIMULATION RESULTS AND ANALY-
SIS:

We have coded the all decoders in Verilog HDL using the 
proposed reversible design and the existing decoders de-
signs of [6] and [7] for bit-widths 1,2, 3,4 and n bits. All 
the designs are synthesized in the Xilinx Synthesis Tool 
and Simulated using Xilinx ISE simulator. After synthesis 
and simulation, the area and delay values are compared 
with conventionallogicgates.

The synthesis result confirms that the proposed reversible 
decoders involves significantly less area and less delay 
and consumes less power than the existing designs.
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Fig.7 Simulation output for 2to4 reversible decoder
 

Fig.8 Simulation output for 3to8 reversible decoder
 

(a)
 

(b)
Fig.9 RTL Schematics of 4to16 reversible decoder(a)

Top block(b)Internal block

 
Fig.10 Technology schematic of 4to16 reversible de-

coder

 
Fig.11 Simulation output for 4to16 reversible decoder
5.CONCLUSION:

we presented the design methodologies of an 1-to-2,2-to-
4,3-t0-8,4-to16 andn-to-2n reversible fault tolerant de-
coder, where n is the number of data bits. We proposed 
several lower bounds on the numbers of garbage outputs, 
constant inputs and quantum cost and proved that the pro-
posed circuit has constructed with the optimum garbage 
outputs, constant inputs and quantum cost. In addition, 
we presented the designs of the individual gates of the 
decoder using reversible logic gates in order to implement 
the circuit of the decoder with gates. Simulations of the 
gateleve implementation of the decoder showed that the 
proposed fault tolerant decoder works correctly. The com-
parative results proved that the proposed designs perform 
better than its counterpart. We also proved the efficiency 
and supremacy of the proposed scheme with several theo-
retical explanations. Proposed reversible fault tolerant de-
coders can be used in parallel circuits, multiple-symbol 
differential detection , network components and in digital 
signal processing  etc. 
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