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Abstract: 

In this paper, we introduce an approach to 

compressed the image by using Stationary Wavelet 

Transforms (SWT), Back Propagation Neural 

Network (BPNN) and Lempel-Ziv-Welch (LZW). Our 

approach consists of four phases are: (1) pre-

processing, (2) Image transforms, (3) Vector Scan 

and (4) Hybrid compression. In preprocessing phase, 

resized the image into matrix 8x8 and converting to 

grey scale image. Image transformation phase, we 

use SWT to transform the image which remove the 

redundancy in image. In vector scan we convert from 

2-dimensional matrix into 1- dimensional matrix by 

using zigzag scan. In hybrid compression we use 

Vector quantization by BPNN and LZW lossless 

techniques. Our Datasets collects from standard 

images in image compression. Our results give high 

compression ratio than other techniques used in 

image compressions with high elapsed time than 

other techniques, so we enhance the performance 

over elapsed time. 
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I. INTRODUCTION 

Compression is the art of representing the information 

in a compact form rather than its original or 

uncompressed form .In other words, using the data 

compression, the size of a particular file can be 

reduced. This is very useful when processing, storing 

or transferring a huge file, which needs lots of 

resources [1]. Lossy compression techniques is one in 

which compressing data and then decompressing it 

retrieves data that will be different from the original, 

but it is enough to be useful in some way. Lossy data 

compression is used frequently on the Internet and 

mostly in streaming media and telephony applications. 

In lossy data repeated compressing and decompressing 

a file will cause it to lose quality. Lossless when 

compared with lossy data compression will retain the 

original quality, an efficient and minimum hardware 

implementation for the data compression and 

decompression needs to be used even though there are 

so many compression techniques which is faster, 

memory efficient which suits the requirements of the 

user [2]. Stationary wavelet transform among the 

different tools of multi-scale signal processing, 

wavelet is a time-frequency analysis that has been 

widely used in the field of image processing [3].  

 

The vector quantization is a classical quantization 

technique for signal processing and image 

compression, which allows the modelling of 

probability density functions by the distribution of 

prototype vectors. The main use of vector quantization 

(VQ) is for data compression [4] and [5]. It works by 

dividing a large set of values (vectors) into groups 

having approximately the same number of points 
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closest to them. Each group is represented by its 

centroid value, as in BPNN algorithm and some other 

algorithms [6].  

 

In this research a new and very expert scheme for 

hybrid compression of the researches images is 

suggested based on stationary wavelet transform and 

back propagation neural network vector quantization 

that results low computational complexity with no 

sacrifice in image quality. The execution of the 

suggested algorithm has been compared with some 

other common transforms which are lifting wavelet 

transform and discrete wavelet transform. 

 

The rest of the paper is organized as follows. Section II 

describes stationary wavelet transform, section III 

describes the back propagation vector quantization, 

section IV describes the proposed approach, and 

section V shows the experimental results. Finally, 

section VI concludes the paper. 

 

II. STATIONARY WAVELET TRANSFORMS 

The Stationary wavelet transform (SWT) is a wavelet 

transform algorithm designed to overcome the lack of 

translation-invariance of the discrete wavelet 

transforms (DWT). Translation-invariance is achieved 

by removing the downsamplers and upsamplers in the 

DWT and upsampling the filter coefficients by a factor   

of in the  th level of the algorithm. The SWT is an 

inherently redundant scheme as the output of each 

level of SWT contains the same number of samples as 

the input – so for a decomposition of N levels there is 

a redundancy of N in the wavelet coefficients[7]. 

In this figure (1) block diagram depicts the digital 

implementation of SWT. 

 
Figure 1: block diagram Stationary wavelet 

transform [7] 

III. BACK PROPAGATION NEURAL 

NETWORK 

BPNN algorithm helps to increase the performance of 

the system and to decrease the convergence time for 

the training of the neural network [8]. BPNN 

architecture is used for both image compression and 

also for improving VQ of images. A BPNN consists of 

three layers: input layer, hidden layer and output layer 

as shown in figure2. The number of neurons in the 

input layer is equal to the number of neurons in the 

output layer. The number of neurons in the hidden 

layer should be less than that of the number of neurons 

in the input layer. Input layer neurons represent the 

original image block pixels and output layer neuron 

represents the pixels of reconstructed image block. The 

assumption in hidden layer neurons is that the 

arrangement is in one-dimensional array of neurons 

which represents the element of codeword. This 

process produces an optimal VQ codebook. The source 

image is divided into non-overlapping blocks of pixels 

such that block size equals the number of input layer 

neurons and the number of hidden layer neurons 

equals the codeword length. In the BP algorithm, to 

design the codebook, the codebook is divided into 

rows and columns in which rows represent the number 

of patterns of all images and columns represents the 

number of hidden layer units [7]. 

 
Figure 2: Back Probagation Neural Network [8] 



 

  
                                                                                                                                                                                                                    Page 526 

 

IV. PROPOSED APPROACH 

 
 

 
 

Step 2 Image Transformation 

Image transformation phase received the resizable gray 

scale images and produced transformed images. This 

phase used the three types of wavelet transforms such 

as DWT, LWT, and SWT. 

 

Step 3 Vector scan 

Zigzag scans phase takes as an input the transformed 

images in 2D matrix and produced images in 1D 

matrix, so that the frequency (horizontal + vertical) 

increases in this order, and the coefficient variance 

decreases in this order [9]. 

 
Figure 3: Zigzag scan [9] 

 

Step 4 Hybrid Compression 

In this step we use lossy and lossless compression to 

get high compression ratio, in lossy compression use 

vector quantization by (BPNN) and lossless 

compression using Run Length and Lemple Ziv Welch 

(LZW).  

 

V. EXPERIMENTAL RESULTS AND 

DISCUSSION 

5.1. Data Sets and its characteristics 

 

 
The next sections describe the performance of three 

types of wavelet transform (DWT, LWT, and SWT) 

and hybrid compression techniques are: vector 

quantization (BPNN) and lossless compression using 

Run Length and Lemple Ziv Welch (LZW).  

 

5.2. Hybrid compression based DWT/LWT/SWT 

Experimental Results 

 Table1. showing results for the process lossy and 

lossless image compression of the five images uses the 

discrete wavelet transform with Run Length and 

Lemple Ziv Welch without the use of the BPNN, as 

well as with the use of the BPNN and that using three 

decomposition levels. We find that Zigzag BPNN & 

Lempel Ziv Welch has large value than other 

techniques in compression ration but has elapsed time 

more than other techniques, so the BPNN & LZW 

hybrid technique give good compression ratio but in 

large elapsed time.  

 

Table1. Hybrid compression based 

DWT/LWT/SWT 
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5.3. Experimental Results Comparison Analysis 

(BPNN and LZW/Run length) 

SWT, LWT, DWT 

 
 

In SWT & BPNN ZigZag Lempel Ziv Welch best 

compression ratio (57.18), but the longest elapsed time 

(61,91098) SEC. In DWT & BPNN ZigZag Run 

Length Encoding lower compression ratio (16.65), but 

shortest elapsed time (3.88506) SEC. 

 

VI. Conclusion 

Hybrid compression is combine two or more 

algorithms from lossy and lossless compression, so our 

approach applied back propagation neural network 

vector quantization (lossy compression), and run 

length, LZW (Lossless compression) based stationary 

wavelet transform. Hybrid compression based 

stationary wavelet approach conclude the hybrid 

between back propagation neural network vector 

quantization  and LZW algorithm gives high 

compression ration with high elapsed time but 

acceptable compression ratio with accepted elapsed 

time can be occur when hybrid back propagation 

neural network with run length coding. 
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