
            Volume No: 1(2014), Issue No: 10 (October)                                 ISSN No: 2348-4845

                 INTERNATIONAL JOURNAL & MAGAZINE OF ENGINEERING, TECHNOLOGY, MANAGEMENT AND RESEARCH                                        October 2014
                         A Monthly Peer Reviewed Open Access International e-Journal  www.ijmetmr.com                                                                                                     Page 248

Abstract:

Software effort estimation is a vital task in software 
engineering. The importance of effort estimation be-
comes critical during early stage of the software life 
cycle when the details of the software have not been 
revealed yet. The effort involved in developing a soft-
ware product plays an important role in determining 
the success or failure. 

With the proliferation of software projects and the 
heterogeneity in their genre, there is a need for effi-
cient effort estimation techniques to enable the proj-
ect managers to perform proper planning of the Soft-
ware Life Cycle activates. 

In the context of developing software using object-
oriented methodologies, traditional methods and 
metrics were extended to help managers in estima-
tion activity. There are basically some points ap-
proach, which are available for software effort esti-
mation such as Function Point, Use Case Point, Class 
Point, Object Point, etc. In this thesis, the main goal 
is to estimate the effort of various software projects 
using Class Point Approach. 

The parameters are optimized using various artifi-
cial intelligence (AI) techniques such as Multi-Layer 
Perceptron (MLP), KNearest Neighbour Regression 
(KNN) and Radial Basis Function Network(RBFN), 
fuzzy logic with various clustering algorithms such as 
the Fuzzy C-means (FCM) algorithm, K-means cluster-
ing algorithm and Subtractive Clustering (SC) algo-
rithm, such as to achieve better accuracy. 

Furthermore, a comparative analysis of software e_
ort estimation using these various AI techniques has 
been provided. By estimating the software projects 
accurately, we can have software with acceptable 
quality within budget and on planned schedules.
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I. INTRODUCTION:

Project Management is the process of planning and 
controlling the development as a system within a 
speci_ed time frame at a minimum cost with the right 
functionality. Much software fails due to faulty proj-
ect management practices. Therefore, it is important 
to learn di_erent aspects of software project manage-
ment. Key features of Project Management.

• Project Scheduling.

• Staffing.

• Monitoring and control.

• Project Estimation.

• Risk Management.

• Report Generation.

Among all these Projects, Estimation is the most chal-
lenging task. Project estimation involves size estima-
tion, e_ort estimation, cost estimation, estimation, 
time estimation, sta_ng estimation. First, we deter-
mine the size of the product. From size estimation, we 
determine the e_ort needed. From e_ort estimation, 
we can determine product duration and cost.

1.1. Class Point Analysis

The class point approach was introduced by Gennaro 
Costagliola et al. in 1998 [1]. This was based on the 
function point analysis approach to represent the 
internal attributes of a software system in terms of 
counting. The idea using the Class Point Approach is 
the quantification of classes in a program similar to 
the FP measure, where the basic unit is function. It 
has been derived from the observations that in the 
procedural model, the basic programming units are 
functions or procedures whereas, in case of an ob-
ject-oriented model, the logical building blocks are 
classes. The Class Point size estimation process is 
structured into three main phases, corresponding to 
similar phases in the function point approach, i.e.,
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• Information processing size estimation: { Identifica-
tion and classification of classes { Evaluation of com-
plexity level of each class { Estimation of the Total Un-
adjusted Class Point .

• Technical complexity factor estimation.

• Final Class Point evaluation During the first step, the 
design specifications are analyzed in order to identify 
and classify the classes into four types of system com-
ponents, namely Problem Domain Type (PDT), Hu-
man Interaction Type (HIT), Data-Management Type 
(DMT), and Task Management Type (TMT).

Figure 1.1: Steps to Calculate Class Point

II. ADAPTIVE REGRESSION TECHNIQUES:

2.1 Introduction:

The e_ort involved in developing a software product 
plays an important role in determining the success 
or failure. In the context of developing software us-
ing object-oriented methodologies, traditional meth-
ods and metrics were extended to help managers in 
e_ort estimation activity. Software project managers 
require a reliable approach for e_ort estimation. It 
is especially important during the early stage of the 
software-development life cycle. In this chapter, the 
main goal is to estimate the cost of various software 
projects using class point approach and optimize the 
parameters using various types of adaptive regression 
techniques such as Multi-Layer Perceptron (ANN), K 
Nearest Neighbor Regression (KNN) and Radial Basis 
Function Network(RBFN) to achieve better accuracy. 
Furthermore, a comparative analysis of software e_
ort estimation using these various adaptive regres-
sion techniques has been provided. By estimating the 
software projects accurately, we can have software 
with acceptable quality within budget and on planned 
schedules.

2.1.1 Multi-Layer Perceptron (MLP):

MLP is a feed-forward neural network with one or 
more layers between input and output layer. Feed-
forward means that data ows in one direction from 
input to output layer (forward). The back propagation 
learning (BPA) algorithm is basically used to train this 
type of model.

2.1.2 K Nearest Neighbor Regression (KNN):

K Nearest Neighbor Regression (KNN) is presented 
by LUC P. DEVROYE [35] in the year 1978. In pattern 
recognition, the KNN is a method for classifying ob-
jects based on closest training examples in the fea-
ture space. It is non-parametric and lazy algorithm. In 
this case, an object is classi_ed by a majority vote of 
its neighbors, with the object being assigned for the 
class most common for its k nearest neighbors (k is 
a positive integer, typically small). If k = 1, then the 
object is simply assigned for the class of its nearest 
neighbour.

2.1.3 Radial Basis Function Network (RBFN):

Radial basis function emerged as a variation of multi 
layer perceptron technique [19]. The theory of func-
tion approximation helps in deriving the idea of RBFN. 
The architecture of the RBFN is quite simple. An in-
put layer which consists of a source’s nodes; a hidden 
layer in which each neuron computes its output using 
a radial basis function, which is in general a Gaussian 
function, and an output layer which builds a linear 
weighted sum of hidden neuron outputs and supplies 
the response from the network (effort).

2.2 Proposed Approach:

The proposed work is based on data derived from 
forty student projects [1] developed using Java’s lan-
guage and intends to evaluate software-development 
e_ort. The use of such data on the validation process 
has provided initial experimental evidence on the 
e_ectiveness of the CPA. These data are used in the 
implementation of various adaptive methods for re-
gression such as MLP, KNN and RBFN system model. 
The calculated result is then compared to measure 
the accuracy of the models.

2.3 Model Design Using Multi-Layer Perceptron:

This technique uses one parameter. This parameter 
sets the number of hidden neurons to be used in a 
three-layer neural network. The number of neurons 
used is directly proportional to the training time.
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The values are typically ranges between 2 to 40, but 
it can be increase up to 1000. While implementing 
the normalized data set using Multi-Layer Perceptron 
technique for a di_erent number of hidden neurons, 
the following results have been obtained. The Table-
2.3.1 provides minimum NRMSE value obtained from 
Training set and Test set using the Multi-layer Percep-
tron technique for each fold for a speci_c number of 
hidden neurons. Hence the average over the NRMSE 
values for training set and test set is treated as the 
_nal result. The proposed model generated using the 
Multi-Layer Perceptron technique is plotted based 
upon the training and testing sample as shown in Fig-
ure-2.1. From Figure-2.1, it has been observed that the 
predicted value is highly correlated with actual data.

III. TSK-FUZZY LOGIC SYSTEM:

3.1 Introduction:

The success of software development depends very 
much on proper estimation of e_ort required to de-
velop the software. There are basically some points 
approach, which are available for software e_ort esti-
mation such as Function Point, Use Case Point, Class 
Point, Object Point, etc. In this chapter, to estimate 
the e_ort of various software projects using Class 
Point Approach. The parameters are optimized using 
various AI techniques such as fuzzy logic to achieve 
better accuracy.

3.1.1 Fuzzy Logic System:

Fuzzy sets were introduced by L. A. Zadeh (1965) [23]. 
This technique is used to represent and manipulate 
non-precise data, but rather fuzzy. This technique 
provides an inference morphology that enables ap-
proximate human reasoning capabilities to be applied 
to knowledge-based systems. Fuzzy system consists 
of three main components: fuzzi_cation process, in-
ference from fuzzy rules and defuzzication process.\

3.2 Methodology Used:

To implement the Fuzzy system and to _nd the num-
ber of rules di_erent types of the clustering algorithm 
are used that has been described in the following sec-
tion. 3.2.1 Subtractive Clustering (SC) The subtractive 
clustering technique is proposed by Stephen L. Chiu 
[30] in 1994. Clustering has been often exercised as a 
preprocessing input phase used for the design of the 
RBF neural networks. To use subtractive clustering, 
four parameters should be pre-initialized [29] These 
parameters are Hypersphere cluster radius in data 
space, Squash Factor (_), Reject Ratio (__), Accept 
Ratio (_). Hypersphere cluster radius in data space 
de_nes neighborhood data points outside this radius 
has little inuence upon the potential. 

3.2.1 Fuzzy C-Means Clustering (FCM):

Fuzzy C-Means clustering (FCM), also known as ISO-
DATA, is a data clustering algorithm in which each 
data point belongs to a cluster, to a degree, speci_ed 
by a membership grade. It is _rst developed by Dunn 
[31] and improved by Bezdek [32]. FCM employs fuzzy 
partitioning such that a given data point can belong to 
several groups in the degree of belongings speci_ed 
by membership grades between 0 and 1. However, 
FCM still uses a cost function which is to be minimized 
while trying to partition the data set.

3.2.2 K-Means Clustering:

The K-means clustering (Hard C-means clustering), is a 
crisp clustering algorithm based on _nding data clus-
ters in a data set such that a cost function of dissimi-
larity measure is minimized:

IV. EXPERIMENTAL APPARATUS AND PROCE-
DURE:

The following Table-4.1 shows the values of the con-
stants p0 and p1 for each generated fuzzy rule in TSK 
based fuzzy model using the subtractive clustering al-
gorithm for CP2 in one fold.

Table 4.1: Type-1 TSK Fuzzy Model Developed Using 
Subtractive Clustering

Algorithm for CP2.

 



Table 3.2: RMSE Value using FIS (SC) for dif-
ferent Radius:

Table 4.3: Type-1 TSK Fuzzy Model Developed Using 
Fuzzy C-Means Clustering Algorithm for CP2

Table 4.4: Type-1 TSK Fuzzy Model Developed Using K-
Means Clustering Algorithm for CP2
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Figure 4.2: Center Points Generated Using SC, FCM 
and K-Means.

Figure 3.3: Comparison of RMSE values for SC, FCM 
and K-Means clustering.

Table 4.5: Comparison of RMSE Value between 
SC, FCM and K-Means.

CONCLUSION:

Several approaches have already been de_ned in litera-
ture for software e_ort estimation. However, the CPA 
is one of the di_erent cost estimation models that has 
been widely used because it is simple, fast, accurate 
to a certain degree. Fuzzylogic technique is further 
used to _nd out the complexity level of the class and 
to calculate optimized class point. Then the calculated 
class point values are being normalized and used to op-
timize the e_ort estimation result. The optimization is 
achieved by implementing di_erent arti_cial (AI) tech-
niques such as ANN, KNN, RBFN, and fuzzy logic sys-
tem with di_erent clustering algorithm using normal-
ized class point value. Finally, the generated minimum 
results of di_erent have been compared for estimating 
the performance of di_erent models.
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The result shows that RBFN based e_ort estimation 
model gives less value of NRMSE. Hence it can be 
concluded that the e_ort estimation using the RBFN 
model will provide more accurate results than other 
AI techniques.
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