Design and implementation of Adaptive Viterbi decoder Using Verilog
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ABSTRACT:
This paper focuses on the realization of an efficient logic design of a crypto system. The type of crypto system considered in this paper is convolutional encoder and adaptive Viterbi decoder (AVD) with a constraint length, \( K \) of 3 and a code rate \( (k/n) \) of 1/3 using field programmable gate array (FPGA) technology. Here, the features of Convolutional encoder and decoder architecture are introduced and the way it can be implementable as an ASIC. Here the Viterbi Decoder is designed for faster decoding speed and less routing area with a special path management unit. The system is realized using Verilog HDL. It is simulated and synthesized using Modelsim Altera Starter Edition 6.6d and Xilinx 13.2 for RTL Design.
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I. INTRODUCTION:
Convolutional encoding is considered to be one of the forward error correction schemes. This coding scheme is often used in the field of deep space communications and more recently in digital wireless communications. Adaptive Viterbi decoders are used to decode Convolutional codes. This technique is used for error correction. It is very efficient and robust. The main advantage of Viterbi Decoder is it has fixed decoding time and also it suites for hardware decoding implementation. But the implementation requires the exponential increase in the area and power consumption to achieve increased decoding accuracy. Convolution coding with Viterbi decoding is a FEC technique that is particularly suited to a channel in which transmitted signal is corrupted mainly by additive white Gaussian noise (AWGN). In most of real time applications like audio and video applications, the Convolutional codes are used for error correction.

Most of the Viterbi decoders in the market are a parameterizable intelligent property (IP) core with an efficient algorithm for decoding of one convolutionally-encoded sequence only and this is mostly used in the field of satellite and radio communications.

In addition, the cost for the convolutional encoder and Viterbi decoder are expensive for a specified design because of the patent issue. Therefore, to realize an adaptive Convolutional encoder and Viterbi decoder on a field programmable gate array (FPGA) board is very demanding. In this paper, we concern with designing and implementing a convolutional encoder and Viterbi decoder which are the essential block in digital communication systems using FPGA technology.

Convolutional codes offer an alternative to block codes for transmission over a noisy channel. Convolutional coding can be applied to a continuous input stream (which cannot be done with block codes), as well as blocks of data. The overall block diagram of this paper is shown in the fig. 1. The message bits are generated and they are sent to the crypto system and then the decoded output is obtained.

The type of crypto system used is Convolutional Encoder and Viterbi Decoder. The Convolutional encoder encodes the message and then the encoded bits are generated. The bits which are encoded are again sent to the Viterbi Decoder and then the decoded output is obtained.

Figure 1. Block diagram
This paper deals with the implementation of the Crypt-to system using Verilog HDL. Section I deals with the basic block diagram of the project. Section II deals with the important definitions and terms used in the paper. Section III discusses about the Convolutional encoder and its operation. Section IV discusses about the Viterbi Decoder. Section V discusses about the software implementation. Section VI shows the Experimental results and its discussion.

II. IMPORTANT TERMS AND ITS DEFINITIONS:

The following terms are vital to the understanding of Convolutional coding and viterbi decoding.

1. Hard-decision/soft-decision decoding:

Hard-decision decoding means that the demodulator is quantized to two levels: zero and one. If you derive more than two quantization levels from the demodulator, then the decoder is soft-decision decoding.

2. Code rate R(=k/n):

Number of bits into Convolutional encoder (k)/ number of bits in output symbol which corresponds not only current input bit, but also previous (K –1) ones. It is also defined as the ratio of the number of output bits to the number of input bits.

3. Constraint length K:

It denotes the “length” of the Convolutional encoder, i.e., no of k bit stages are available to feed the combinatorial logic that produces the output symbols.

4. Branch Metric:

Difference between the received sequence and the branch word is called the Branch metric.

5. Path Metric:

Branch metric accumulates to form Path metric.

III. CONVOLUTIONAL ENCODER:

Convolutional coding has been used in communication systems including deep space communications and wireless communications. A convolutional code is used as an alternative to block codes of transmission.

Conventional coding can be applied to a continuous input stream (which cannot be done with block codes), as well as blocks of data. A convolutional encoder is a Mealy machine, where the output is a function of the current state and the current input. It consists of one or more shift registers (DFF) and multiple XOR gates. XOR gates are connected to some stage of the shift registers as well as to the current input to generate the output polynomials.

The encoder in figure 2 produces two bits of encoded information for single bit of input information, so it is called a rate 1/2 encoder. A Convolutional encoder is generally represented.

![Figure 2. Convolutional encoder of rate 1/3](image)

Figure 2. Convolutional encoder of rate 1/3

in (n, k, m) format with a rate of k/n, where n is number of outputs of the encoder, k is number of inputs of the encoder, m is number of flip-flops. In this paper, we discuss decoding of convolutional codes generated by a (n,1,m) encoder with the rate 1/n with the number of outputs n=3.

A Convolutional encoder is a Mealy machine, where the output is a function of the current state and the current input. It consists of one or more shift registers and multiple XOR gates.

The above figure 2 shows the Convolutional Encoder with rate =1/3. Convolutional encoder can be described in terms of state table, state diagram and trellis diagram.

IV. VITERBI DECODER:

This section discusses the different parts of the Viterbi decoder. It performs basically two operations, they are Synchronization and Quantization. Analog signals are quantized and converted into digital signals in the quantization block. The synchronization block detects the frame boundaries of code words and symbol boundaries.
The Viterbi decoder receives successive code symbols, in which the boundaries of the symbols and the frames have been identified. The viterbi decoder is basically divided into two types which are discussed below.

A. Hard decision viterbi decoding:

In the hard-decision decoding, the path through the trellis is determined using the Hamming distance measure. Thus, the most optimal path through the trellis is the path with the minimum Hamming distance. In this type of decoding it shows only two possibilities, one is the presence of signal and the other is absence of signal i.e either ‘1’ or ‘0’.

The Hamming distance can be defined as a number of bits that are different between the observed symbol at the decoder and the sent symbol from the encoder. Furthermore, the hard decision decoding applies one bit quantization on the received bits.

B. Soft decision viterbi decoding:

Soft-decision decoding is applied for the maximum likelihood decoding, when the data is transmitted over the Gaussian channel. On the contrary to the hard decision decoding, the soft decision decoding uses multi-bit quantization for the received bits, and Euclidean distance as a distance measure instead of the hamming distance.

C. Internal Architecture of Viterbi Decoder:

A hardware Viterbi decoder for basic (not punctured) code usually consists of the following major blocks:

- Branch metric unit (BMU)
- Path metric unit (PMU)
- Trace back unit (TBU)

The block diagram of the hardware viterbi decoder is shown in fig. 3.

In the above diagram the encoded input is given to the branch metric unit which gives the branch metrics, and these branch metrics are again given to the path metric unit which again produces the path metrics from which using trace back method the decoded stream is obtained.

i. Branch metric unit:

The first unit is called branch metric unit. Here the received data symbols are compared to the ideal outputs of the encoder from the transmitter and branch metric is calculated. Hamming distance or the Euclidean distance is used for branch metric computation. The sample implementation of branch metric calculation unit is shown in in the fig. 4.

![Figure 4. Branch metric calculation](image)

A branch metric unit’s function is to calculate branch metrics, which are normed distances between every possible symbol in the code alphabet, and the received symbol.

The branch metrics are difference values between received code symbol and the corresponding branch words from the encoder trellis.

ii. Path metric unit:

The PMU calculates new path metric values and decision values. Because each state can be achieved from two states from the earlier stage, there are two possible path metrics coming to the current state. The core elements of a PMU are ACS (Add-Compare-Select) units.

The way in which they are connected between themselves is defined by a specific code’s trellis diagram. The ACS unit, as shown in fig. 5, adds for each of the two incoming branches the corresponding states path metric, resulting in two new path metrics.

The path with the better metric is chosen and stored as the new path metric for current state, while generating a decision bit.
A path metric unit summarizes branch metrics to get metrics for 2K-1 paths, where K is the constraint length of the code, one of which can eventually be chosen as optimal.

Every clock it makes 2K-1 decisions, throwing off wit-\hspace{1mm}t\hspace{1mm}t\hspace{1mm}ingly non optimal paths. The results of these deci-
\hspace{1mm}isions are written to the memory of a trace back unit.

**iii. Survivor Path unit:**

The survivor path unit stores the decisions of the ACS unit and uses them to compute the decoded output. The trace-back technique and the register-exchange approaches are two major techniques used for the path history management.

The Trace back unit takes up less area but require much more time than the Register Exchange method.

A relatively new approach called permutation network based path history unit implements directly the trellis diagram of the given Convolutional code to trace the survivor path back sequentially.

The resulting circuit has smaller routing area than register-exchange technique and has faster decoding speed than trace-back method if regardless of the constraint length.

**iv. Permutation network based path history (PNPH) unit:**

The PNPH (Permutation Network based Path History) unit for an convolutional code is a 5L-stage permutation network with each stage containing 1-to-2k de-
\hspace{1mm}multiplexers, where each DeMux corresponds to each node of the trellis diagram and is associated with a K-bit register and a 2k-input OR gate[2].

The K bit register is used to store the decision bits asso-
\hspace{1mm}ciated with the state node and to determine the partial survivor path associated with the node[2].

Thus, each registers demultiplexer pair determines the part of the survivor path associated its corresponding state node [2]. The connection between two adjacent stages of the interconnection network is defined by the next function of the state diagram of the underlying encoder.

New decision-bit values for each state calculated by add-compare-select (ACS) enter into the rightmost end of corresponding shift register. The PNPH unit for the convolutional code (3, 1, 3) shown in Fig. 6 below [2].

**V. SIMULATION OF VITERBI ALGORITHM:**

The various modules of Convolutional encoder and Viterbi decoder in verilog HDL is implemented here. The whole process of convolutional encoder and Adaptive Viterbi decoder can be summarized as shown in the flowchart shown in figure 7.
VI EXPERIMENTAL RESULTS

Simulation Results:

Figure 8: Simulation Results of 3 bit Adaptive Viterbi encoder

Figure 9: Simulation Results of 3 bit Adaptive Viterbi decoder

RTL Schematic:

Figure 10: RTL Schematic of 3 bit Adaptive Viterbi Encoder

Figure 11: RTL Schematic of 3 bit Adaptive Viterbi Decoder

Timing Report

Figure 7: Trellis Coded Modulation
VII. CONCLUSION:

In this paper, we have presented the design and implementation of the Convolutional encoder and Viterbi decoder. This design has been simulated in MOD-ELSIM altera 6.6d and synthesized using XILINX-ISE 12.4i for the constraint length of K=7 and code rate of ½ input sequence. The given input sequence has been encoded by using convolutional encoder and it is transmitted through the channel. Finally, the transmitted sequence is decoded by the Viterbi decoder and the estimated original sequence is produced.
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