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Abstract:

The speed of multiplication operation is of great impor-
tance in digital signal processing as well as in the gen-
eral purpose processors. The reduction can be achieved 
by Modified Booth Encoded multiplier Technique. Two’s 
complement multipliers are used in wide range of appli-
cations like multimedia, 3D graphics, signal processing 
etc. The proposed method used the Radix-4 Booth Mul-
tipliers to achieve the low area and increase the speed by 
modifying the partial product matrix size. A multiplier 
is designed with two stages. In the first stage, the partial 
products are generated by the booth encoder and the par-
tial product generator (PPG), and are summed by com-
pressors. In the second stage, the two final products are 
added to form the final product through a final adder. The 
Multiplier design implemented using Xilinx. The results 
based on a rough theoretical analysis and on logic synthe-
sis showed its efficiency in terms of both area and delay. 
It is compared with conventional multiplier and Radix-4 
(short bit-width) Modified booth encoded Multiplier.

Index Terms:
Multiplication, Modified Booth Encoding, Partial Product 
Array.

I INTRODUCTION:

Multipliers  play  an  important  role  in  today’s  digital  
signal  processing  and  various  other applications. With 
advances in technology, many researchers have tried and 
are trying to design multipliers  which  offer  either  of  
the  following  design  targets  –  high  speed,  low  power 
consumption,  regularity  of  layout  and  hence  less  area  
or  even  combination  of  them  in  one multiplier  thus  
making  them  suitable  for  various  high  speed,  low  
power  and  compact  VLSI implementation. The com-
mon multiplication method is “add and shift” algorithm.  
In parallel multipliers number of partial products to be 
added is the main parameter that determines the perfor-
mance of the multiplier. 

In signal processing applications performance strongly 
depends on the effectiveness of the hardware used for 
computing multiplications. The high interest in this field 
is witnessed by the large amount of algorithm and imple-
mentations of the multiplication operations. In this short 
bit width (8-16 bits) two’s complement multipliers with 
single-cycle throughput and latency have emerged to be 
important building blocks for high performance.

Two’s complement:

The two’s complement of a binary number is defined as 
the value obtained by subtracting the number from a large 
power of two (specifically, from 2N for an N-bit two’s 
complement). The two’s complement of the number then 
behaves like the negative of the original number in most 
arithmetic, and it can coexist with positive numbers in 
a natural way. A two’s-complement system, or two’s-
complement arithmetic, is a system in which negative 
numbers are represented by the two’s complement of the 
absolute value; this system is the most common method 
of representing signed integers on computers. In such a 
system, a number is negated (converted from positive to 
negative or vice versa) by computing its ones’ comple-
ment and adding one. 

An N-bit two’s-complement numeral system can repre-
sent every integer in the range −2N−1 to 2N−1-1 while 
ones’ complement can only represent integers in the range 
−(2N−1−1) to 2N−1−1The two’s-complement system 
has the advantage of not requiring that the addition and 
subtraction circuitry examine the signs of the operands 
to determine whether to add or subtract. This property 
makes the system both simpler to implement and capable 
of easily handling higher precision arithmetic. Also, zero 
has only a single representation, obviating the subtleties 
associated with negative zero, which exists in ones’-com-
plement systems embedded processors and DSP execu-
tion cores.
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II MODIFIED BOOTH RECODED MULTI-
PLIERS:

In general, a radix-B = 2b MBE leads to a reduction of the 
number of rows to about [n/b] while, on the other hand, 
it introduces the need to generate all the multiples of the 
multiplicand X, at least from –B/2 * X to B/2 * X. As 
mentioned above, radix-4 MBE is particularly of inter-
est since, for radix-4, it is easy to create the multiples of 
the multiplicand 0; +-X; +-2X. In particular, +-2X can be 
simply obtained by single left shifting of the correspond-
ing terms +-X. It is clear that the MBE can be extended 
to higher radices, but the advantage of getting a higher 
reduction in the number of rows is paid for by the need to 
generate more multiples of X. 

Fig 1 Gate-level diagram for partial product genera-
tion using MBE  (a) MBE signals generation. (b) Par-

tial product generation.

 From an operational point of view, it is well known that 
the radix-4 MBE scheme consists of scanning the multi-
plier operand with a three-bit window and a stride of two 
bits (radix-4). For each group of three bits (y2i+1, y2i, 
y2i+1), only one partial product row is generated accord-
ing to the encoding in Table 1. A possible implementa-
tion of the radix-4 MBE and of the corresponding par-
tial product generation is shown in Fig. 1, which comes 
from a small adaptation of [10, Fig. 12b]. For each partial 
product row, Fig. 1a produces the one, two, and neg sig-
nals. These signals are then exploited by the logic in Fig. 
1b, along with the appropriate bits of the multiplicand, in 
order to generate the whole partial product array. Other 
alternatives for the implementation of the recoding and 
partial product generation can be found in [13], [14], [15], 
among others.As introduced previously, the use of radix-4 
MBE allows for the (theoretical) reduction of the PP rows 
to [n/2], with the2 possibility for each row to host a mul-
tiple of yi* X, with yi Є {0,+-1,+-2}.

While it is straightforward to generate the positive terms 
0, X, and 2X at least through a left shift of X, some atten-
tion is required to generate the terms -X and -2X which, as 
observed in Table 1, can arise from three configurations of 
the y2i+1 , y2i , and y2i-1 bits. To avoid computing nega-
tive encodings, i.e., -X and -2X, the two’s complement 
of the multiplicand is generally used. From a mathemati-
cal point of view, the use of two’s complement requires 
extension of the sign to the leftmost part of each partial 
product row, with the consequence of an extra area over-
head. Thus, a number of strategies for preventing sign ex-
tension have been developed. For instance, the scheme in  
relies on the observation that 
 1-2+4

When 4-to-2 compressors are used, which is a widely 
used option because of the high regularity of the resul-
tant circuit layout for n power of two, the reduction of the 
extra row may require an additional delay of two XOR2 
gates. However, the reduction still requires additional 
hardware, roughly a row of n half adders. This issue is of 
special interest when n is a power of two, which is by far 
a very common case, and the multiplier’s critical path has 
to fit within the clock period of a high performance pro-
cessor. For instance, in the design presented in for n =16, 
the maximum column height of the partial product array 
is nine, with an equivalent delay for the reduction of six 
XOR2 gates . For a maximum height of the partial prod-
uct array of 8, the delay of the reduction tree would be re-
duced by one XOR2 gate. Alternatively, with a maximum 
height of eight, it would be possible to use 4 to 2 adders, 
with a delay of the reduction tree of six XOR2 gates, but 
with a very regular layout.

Architecture of the Modified Booth Multiplier 
: 
Fig. shows the architecture of the commonly used modi-
fied Booth multiplier. The inputs of the multiplier are 
multiplicand X and multiplier Y. The Booth encoder en-
codes input Y and derives the encoded signals The Booth 
decoder generates the partial products according to the 
logic diagram using the encoded signals and the other in-
put X. The Wallace tree computes the last two rows by 
adding the generated partial products. The last two rows 
are added to generate the final multiplication results using 
the carry look-ahead adder (CLA).
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Fig: Architecture of the modified Booth multiplier

Any multiplier can be divided into three stages: Partial 
products generation stage, partial products addition stage, 
and the final addition stage.In the first stage, the multipli-
cand and the multiplier are multiplied bit by bit to generate 
the partial products. In this stage, a second-order Booth 
encoding algorithm is usually used instead toreduce the 
number of partial products to half.

The second stage is the most important, as it is the most 
complicated and determines the speed of the overall mul-
tiplier.This paper focus on the optimization of the stage, 
which consists of the addition of all the partial products. 
If speed is not an issue, the partial products can be add-
ed serially, reducing the design complexity. However, in 
high-speed designs, the Wallace tree construction method 
is usually used to add the partial products in a tree-like 
fashion in order to produce two rows of partial products 
that can be added in the last stage. 

Although fast, since its critical path delay is proportional 
to the logarithm of the number of bits in the multiplier, 
the Wallace tree introduces other problems such as wast-
ed layout area and increased complexity, which we will 
elaborate on shortly.

III DESIGN METHODOLOGY:

The case of n * n square multipliers is quite common, as 
the case of n that is a power of two. Thus, we start by fo-
cusing our attention on square multipliers, and then pres-
ent the extension to the general case of m * n rectangular 
multipliers.  

3.1 Square Multipliers:

The proposed approach is general and, for the sake of 
clarity, will be explained through the practical case of 8 
* 8 multiplications (as in the previous figures). As briefly 
outlined in the previous sections, the main goal of our ap-
proach is to produce a partial product array with a maxi-
mum height of [n/2] rows, without introducing any2 ad-
ditional delay.Let us consider, as the starting point, the 
form of the simplified array as reported in Fig. 2, for all 
the partial product rows except the first one. As depicted 
in Fig. 6a, the first row is temporarily considered as being 
split into two sub rows, the first one containing the partial 
product bits (from right to left) from pp00 to pp80 bar 
and the second one with two bits set at “one” in positions 
9 and 8. Then, the bit neg3 related to the fourth partial 
product row, is moved to become a part of the second sub 
row. The key point of this “graphical” transformation is 
that the second sub row containing also the bit neg3, can 
now be easily added to the first sub row, with a constant 
short carry propagation of three positions (further denoted 
as “3-bits addition”), a value which is easily shown to be 
general, i.e., independent of the length of the operands,

for square multipliers. In fact, with reference to the nota-
tion of Fig. 6, we have that As introduced above, due to 
the particular value of the second operand, i.e., 0 1 1 0 
neg3 , in [11], we have observed that it requires a carry 
propagation only across the least-significant three posi-
tions, a fact that can also be seen by the implementation 
shown in Fig. 4.1.

Fig.3.1 Gate-level diagram for the generation of two’s 
complement partial product rows [9]. (a) 3-5 decoder. 

(b) 4-1 multiplexer.
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 From an operational point of view, it is well known that 
the radix-4 MBE scheme consists of scanning the multi-
plier operand with a three-bit window and a stride of two 
bits (radix-4). For each group of three bits (y2i+1, y2i, 
y2i+1), only one partial product row is generated accord-
ing to the encoding in Table 1. A possible implementa-
tion of the radix-4 MBE and of the corresponding par-
tial product generation is shown in Fig. 1, which comes 
from a small adaptation of [10, Fig. 12b]. For each partial 
product row, Fig. 1a produces the one, two, and neg sig-
nals. These signals are then exploited by the logic in Fig. 
1b, along with the appropriate bits of the multiplicand, in 
order to generate the whole partial product array. Other 
alternatives for the implementation of the recoding and 
partial product generation can be found in [13], [14], [15], 
among others.As introduced previously, the use of radix-4 
MBE allows for the (theoretical) reduction of the PP rows 
to [n/2], with the2 possibility for each row to host a mul-
tiple of yi* X, with yi Є {0,+-1,+-2}.

While it is straightforward to generate the positive terms 
0, X, and 2X at least through a left shift of X, some atten-
tion is required to generate the terms -X and -2X which, as 
observed in Table 1, can arise from three configurations of 
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cal point of view, the use of two’s complement requires 
extension of the sign to the leftmost part of each partial 
product row, with the consequence of an extra area over-
head. Thus, a number of strategies for preventing sign ex-
tension have been developed. For instance, the scheme in  
relies on the observation that 
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When 4-to-2 compressors are used, which is a widely 
used option because of the high regularity of the resul-
tant circuit layout for n power of two, the reduction of the 
extra row may require an additional delay of two XOR2 
gates. However, the reduction still requires additional 
hardware, roughly a row of n half adders. This issue is of 
special interest when n is a power of two, which is by far 
a very common case, and the multiplier’s critical path has 
to fit within the clock period of a high performance pro-
cessor. For instance, in the design presented in for n =16, 
the maximum column height of the partial product array 
is nine, with an equivalent delay for the reduction of six 
XOR2 gates . For a maximum height of the partial prod-
uct array of 8, the delay of the reduction tree would be re-
duced by one XOR2 gate. Alternatively, with a maximum 
height of eight, it would be possible to use 4 to 2 adders, 
with a delay of the reduction tree of six XOR2 gates, but 
with a very regular layout.

Architecture of the Modified Booth Multiplier 
: 
Fig. shows the architecture of the commonly used modi-
fied Booth multiplier. The inputs of the multiplier are 
multiplicand X and multiplier Y. The Booth encoder en-
codes input Y and derives the encoded signals The Booth 
decoder generates the partial products according to the 
logic diagram using the encoded signals and the other in-
put X. The Wallace tree computes the last two rows by 
adding the generated partial products. The last two rows 
are added to generate the final multiplication results using 
the carry look-ahead adder (CLA).
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Fig: Architecture of the modified Booth multiplier

Any multiplier can be divided into three stages: Partial 
products generation stage, partial products addition stage, 
and the final addition stage.In the first stage, the multipli-
cand and the multiplier are multiplied bit by bit to generate 
the partial products. In this stage, a second-order Booth 
encoding algorithm is usually used instead toreduce the 
number of partial products to half.

The second stage is the most important, as it is the most 
complicated and determines the speed of the overall mul-
tiplier.This paper focus on the optimization of the stage, 
which consists of the addition of all the partial products. 
If speed is not an issue, the partial products can be add-
ed serially, reducing the design complexity. However, in 
high-speed designs, the Wallace tree construction method 
is usually used to add the partial products in a tree-like 
fashion in order to produce two rows of partial products 
that can be added in the last stage. 

Although fast, since its critical path delay is proportional 
to the logarithm of the number of bits in the multiplier, 
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ed layout area and increased complexity, which we will 
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cusing our attention on square multipliers, and then pres-
ent the extension to the general case of m * n rectangular 
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outlined in the previous sections, the main goal of our ap-
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in Fig. 6a, the first row is temporarily considered as being 
split into two sub rows, the first one containing the partial 
product bits (from right to left) from pp00 to pp80 bar 
and the second one with two bits set at “one” in positions 
9 and 8. Then, the bit neg3 related to the fourth partial 
product row, is moved to become a part of the second sub 
row. The key point of this “graphical” transformation is 
that the second sub row containing also the bit neg3, can 
now be easily added to the first sub row, with a constant 
short carry propagation of three positions (further denoted 
as “3-bits addition”), a value which is easily shown to be 
general, i.e., independent of the length of the operands,

for square multipliers. In fact, with reference to the nota-
tion of Fig. 6, we have that As introduced above, due to 
the particular value of the second operand, i.e., 0 1 1 0 
neg3 , in [11], we have observed that it requires a carry 
propagation only across the least-significant three posi-
tions, a fact that can also be seen by the implementation 
shown in Fig. 4.1.
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Fig. 3.2 Partial product array by applying the two’s 
complement computation method in [9] to the last 

row.

It is worth observing that, in order not to have delay pe-
nalizations, it is necessary that the generation of the other 
rows is done in parallel with the generation of the first 
row cascaded by the computation of the bits   qq70 qq60 
in Fig. 6b. In order to achieve this, we must simplify and 
differentiate the generation of the first row with respect to 
the other rows. We observe that the Booth recoding for the 
first row is computed more easily than for the other rows, 
because the yà1 bit used by the MBE is always equal to 
zero. In order to have a preliminary

Fig. 3.3 Partial product array after adding the last 
negbit to the first row.  (a) Basic idea. (b) Resulting 

array

Fig.3.4 Gate-level diagram of the proposed method for 
adding the last negbit in the first row

Analysis which is possibly independent of technological 
details, we refer to the circuits in the following figures:

 Fig. 3.1, slightly adapted from [10, Fig. 12], for the par-
tial product generation using MBE; 

Fig. 3.2, obtained through manual synthesis (aimed at 
modularity and area reduction without compromising the 
delay), for the addition of the last neg bit to the three most 
significant bits of the first row;

Fig. 3.3, obtained by simplifying Fig. 1 (since, in the first 
row, it is y2i-1= 0), for the partial product generation of 
the first row only using MBE; and 

Fig. 3.4, obtained through manual synthesis of a combina-
tion of the two parts of Fig. 4.6 and aimed at decreasing 
the delay of Fig. 4.6 with no or very small area increase, 
for the partial product generation of the first row only us-
ing MBE. 

IV PROPOSED WORK:

A multiplier has two stages. In the first stage, the partial 
products are generated by the booth encoder and the par-
tial product generator (PPG), and are summed by com-
pressors. In the second stage, the two final products are 
added to form the final product through a final adder.The 
block diagram of traditional multiplier is depicted in Fig-
ure 3.1. It employs a booth encoder block, compression 
blocks, and an adder block. X and Y are the input buffers. 
Y is the multiplier which is recorded by the booth encoder 
and X is the multiplicand. PPG module and compressor 
form the major part of the multiplier. Carry propagation 
adder (CPA) is the final adder used to merge the sum and 
carry vector from the compressor module. 
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Figure:  Block Diagram of Booth Multiplier Architec-
ture

A. Booth Encoder and Partial Product Gen-
erator:

The Booth encoder was implemented using two XOR 
gates and the selector using three MUXs and an inverter 
Careful optimization of the partial-product generation can 
lead to some substantial delay and hardware reduction. In 
the normal 8*8 multiplication 8 partial products need to 
be generated and accumulated. For accumulation seven 
adders to reduce power are required but in the case of 
booth multiplier only 4 partial products are required to 
be generated and for accumulation three adders, reduced 
delay required to compute partial sum and reduces the 
power consumption.

Figure 5.2 Booth encoder and PP (m=2i)

Partial product generation is the very first step in binary 
multiplier. Partial product generators for a conventional 
multiplier consist of a series of logic AND gates as shown 
in Figure 3.3.

Figure 5.3 Partial Product generator using AND gates

If the multiplier bit is ‘0’, then partial product row is also 
zero, and if it is ‘1’, then the multiplicand is copied as it is. 
From the second bit multiplication onwards, each partial 
product row is shifted one unit to the left. In signed multi-
plication, the sign bit is also extended to the left.

B. Carry Propagation Adder:
 
The final step in completing the multiplication proce-
dure is to add the final terms in the final adder. The Carry 
Propagation Adder, CPA, is a final adder used to add the 
final carry vector to the final sum vector partial products 
to give the final multiplication result. This is normally 
called a “Vector-merging” adder. The choice of the final 
adder depends on the structure of the accumulation array. 
Various fast adders can be used as CPA. Some of them are 
Carry look-ahead adder, Simple carry skip adder, Multi 
level carry skip adder, Carry- select adder, Conditional 
sum adder and Hybrid adder. A Carry look-ahead Adder 
is an adder used in digital logic. All the carry outputs are 
calculated at once by specialized look-ahead logic. But 
requires generate and propagate signals. Simple carry 
skip adders looks for the cases in which carry out of a set 
of bits are identical to carry in. Circuits.

4.1 Modified Booth Algorithm:

The radix-2 disadvantages can be eliminated by examin-
ing three bits of Y at a time rather than two. The modified 
Booth algorithm is performed with recoded multiplier 
which multiplies only +a and +2a of the multiplicand, 
which can be obtained easily by shifting and/or comple-
mentation.The main advantage of the modified Booth al-
gorithm is that it reduces the partial 
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The Truth table for booth encoding is  shown 
in Table 4.1:

 
Booth multiplication can be functionally divided into 
three basic operations, called ‘Direction’, ‘Shift’, and 
‘Addition’.Direction determined whether the multipli-
cand was positive or negative, shift explained whether the 
multiplication operation involved shifting or not and addi-
tion meant whether the multiplicand was added to partial 
products. The for binary adders to efficiently skip a carry 
bit over two or more bit positions with two or more carry-
skip paths is called multilevel carry skip adders. In the 
4-bit carry select adder there are two 4-bit adders each of 
which takes a different preset carry-in bit. The two sums 
and carry-out bits that are produced are then selected by 
the carry-out from the previous stage. In conditional sum 
adder, sum and carry outputs at the first stage assume the 
previous carry to be zero and sum and carry outputs at 
the second stage assume the previous carry to be one. For 
CPA we can also combine any of these adders as a hybrid 
adder products to n/2. For radix-4 recoding, the popular 
algorithm is parallel recoding or Modified Booth recod-
ing. In parallel radix-4 recoding, Y becomes:

n/2-1        n/2-1
Y = ∑   vi 4i = ∑   ( -2y2i+1 + y2i + y2i-1 ) 4i   (5)
 i=0           i=0

The following gives the algorithm for performing sign 
and unsigned multiplication operations by using radix-4 
Booth recoding. Fast multipliers are imperative for high 
speed and low power signal processing systems and 
hence much thrust have been given to different design 
techniques. 

As functional description cited above, multiplier consists 
of a Booth encoder, compressors, and carry propagation 
adders. The speed of the multiplier can be enhanced by re-
ducing the number of partial products and thus the Booth 
algorithm plays a major role. In this chapter, we discuss 
about the related literature works for number of Booth en-
coder and the selector logic and the several design meth-
ods used to reduce the partial products. Booth encoding 
is a technique that leads to smaller, faster multiplication 
circuits, by recoding the numbers that are multiplied. It 
is the standard technique used in chip design, and pro-
vides significant improvements over the “long multipli-
cation” technique. The widely used Booth algorithm is 
the radix-4 based modified Booth algorithm proposed by 
McSorley where it reduces the partial products into half. 
As the number of partial products reduces the number of 
CSAs required for the compression module, the height of 
the Wallace tree is also reduced. Booth recoding is fully 
parallel and carry free. It can be applied to design a tree 
and array multiplier, where all the multiples are needed at 
once. Radix-4 Booth recoding system works perfectly for 
both signed and unsigned operations.   
    
Table 4 Partial Product Selections and Opera-
tions:

V IMPLEMENTATION AND RESULT:

The complete realization and results of the proposed de-
signs using various low power multiplication techniques. 
All modules are realized using verilog HDL. The synthe-
sis

Figure 5.4 Modified Booth recoding pattern

Modified Booth algorithm’s basic idea is that the bits Yi 
and Yi-1 are recoded into Zi and Zi-1, while, Yi-2 serves 
as reference bit.
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In a separate step, Yi-2 and Yi-3 recoded into Zi-2 and 
Zi-3 with, Yi-4 serving as reference bit. This signifies that 
the modified Booth’s encoding partitions input Y into a 
group of 3-bits with 1-bit overlap and generates the fol-
lowing five signed digits, 2, 1, 0, -1 and -2. Encoding on 
the each group reduces the number of partial products by 
factor of 2. Operations on the encoded digits performed 
with multiplier input X is illustrated in Table 3.3. and 
power analysis of all modules are done by using of Xilinx 
ISE 12.1.The XST(Xilinx Synthesis Technology) Synthe-
sizer of the ISE Tool converts HDL Model in to gate level 
netlist. The output results of the design are captured in the 
form of waveforms and netlist files and Time, Area (in the 
form of LUTs).

Design Flow:

There are wide varieties of ICs that can have their logic 
functions programmed into them after they had manufac-
tured. Most of these devices used technology that also 
allows the function to be reprogrammed. FPGA is such 
a kind of IC where the user can program the functions 
realized by each logic cell and the connection between 
the cells. 

Fig Synthesis and Procedure

Fig FPGA Design Flow

The process of synthesis is described as translation + logic 
optimization + mapping. In terms of the Cadence or Syn-
opsys tools, translation is performed by the read_vhdl/
read_verilog commands. Logic optimization and map-
ping are performed by the synthesize/compile command. 
This process is illustrated in the figure below.

VI. RESULT:

Proposed booth multipliers using 8 bit The Figure shows 
the pin diagram of a16 tap FIR filter using shift and add 
multiplier. The ‘clk’ signal is used to time all the opera-
tions while the ‘rst’ signal is used to initialize the outputs 
and the internal registers.  The multiplier of 8 bit and mul-
tiplicand of 8 bit are input. The output is product of 16 bit. 
The ‘start’ is used to start the operation.
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Figure: TOP Module of proposed booth multipliers 
using 8 bit 

Simulation Results of proposed booth multipliers using 
8 bit The Figure shows the working of a proposed booth 
multipliers using 8 bit with different combinations of mul-
tiplier and multiplicand. Multiplier is 6 and multiplicand 
is 2 to get product is 12. 

 
Figure : Waveform of proposed booth multipliers us-

ing 8 bit
Synthesis Results of proposed booth multipliers using 8 
bit The RTL Schematic View of the proposed booth mul-
tipliers using 8 bit is shown in Figure 4.21.

Figure : RTL Schematic View of proposed booth mul-
tipliers using 8bit

Performance Characteristics:

The Table 4.1 shows the performance comparison of 
various multipliers. It can be concluded that the proposed 
booths multiplier takes very less time over the various 
multiplication techniques. The least power consumption 
is obtained in proposed multiplier compared to all other 
multiplier architectures. 

Result Graph:

VII  CONCLUSION:

Two’s complement n x n multipliers using radix-4 Modi-
fied Booth Encoding produce [n/2] partial products
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but due to the2 sign handling, the partial product array 
has a maximum height of [n/2] + 1. This paper a partial 
product array with a maximum height of [n/2], without 2 
introduces any extra delay in the partial product genera-
tion stage. With the extra hardware of a (short) 3-bit ad-
dition, and the simpler generation of the first partial prod-
uct row, we have been able to achieve a delay within the 
bound of the delay of a standard partial product row gen-
eration.. This is of special interest for all multipliers, and 
especially for single-cycle short bit-width multipliers for 
high performance embedded cores, where short bit-width 
multiplications are common operations improve both the 
performance and area requirements of square multiplier 
designs. This approach also applies with minor modifica-
tions to general Modified Booth Encoding multipliers.
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Performance Characteristics:

The Table 4.1 shows the performance comparison of 
various multipliers. It can be concluded that the proposed 
booths multiplier takes very less time over the various 
multiplication techniques. The least power consumption 
is obtained in proposed multiplier compared to all other 
multiplier architectures. 
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