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ABSTRACT:

Pattern classification is a branch of machine learning that 
focuses on recognition of patterns and regularities in data. 
In adversarial applications like biometric authentication, 
spam filtering, network intrusion detection the pattern 
classification systems are used. As this adversarial scenar-
io is not taken into account by classical design methods, 
pattern classification systems may exhibit vulnerabilities, 
whose exploitation may severely affect their performance, 
and consequently limit their practical utility. Extending 
pattern classification theory and design methods to adver-
sarial settings is thus a novel and very relevant research 
direction, which has not yet been pursued in a systematic 
way. We propose a framework for evaluation of pattern 
security,model of adversary for defining any attack sce-
nario. Reported results show that security evaluation can 
provide a more complete understanding of the classifier’s 
behavior in adversarial environments, and lead to better 
design choices

KEYWORDS: 

Adversarial classification, adversarial scenario, perfor-
mance evaluation, security evaluation.

I.INTRODUCTION:

In Pattern classification systems machine learning algo-
rithms are used to perform security-related applications 
like biometric authentication, network intrusion detection, 
and spam filtering, to distinguish between a “legitimate” 
and a “malicious” pattern class. The input data can be pur-
posely manipulated by an adversary to make classifiers to 
produce false negative. Contrary to traditional ones, these 
Applications have an intrinsic adversarial nature since the 
input data can be purposely manipulated by an intelligent 
and adaptive adversary to undermine classifier operation. 
This often gives rise to an arms race between the adver-
sary and the classifier designer. Well known examples of 
attacks against pattern classifiers are:

submitting a fake biometric trait to a biometric authenti-
cation system (spoofing attack) [1], [2]; Well known ex-
amples of attacks are: Spoofing attacks where one person 
or program purposely falsifying data and thereby gaining 
an illegitimate advantage [1][2],modifying network pack-
ets belonging to intrusive traffic manipulating contents 
of emails[3],modifying network packets belonging to in-
trusive traffic. Adversarial machine learning is a research 
field that lies at the intersection of machine learning and 
computer security. It aims to enable the safe adoption of 
machine learning techniques in adversarial settings like 
spam filtering, malware detection and biometric recogni-
tion. Examples include: attacks in spam filtering, where 
spam messages are obfuscated through misspelling of 
bad words or insertion of good words; attacks in com-
puter security, e.g., to obfuscate malware code within 
network packets or mislead signature detection; attacks 
in biometric recognition, where fake biometric traits may 
be exploited to impersonate a legitimate user (biometric 
spoofing) or to compromise users’ template galleries that 
are adaptively updated over time.[16] To understand the 
security properties of learning algorithms in adversarial 
settings, one should address the following main issues:

identifying potential vulnerabilities of machine learning 
algorithms during learning and classification; devising ap-
propriate attacks that correspond to the identified threats 
and evaluating their impact on the targeted system; Pro-
posing countermeasures to improve the security of ma-
chine learning algorithms against the considered attacks. 
Biometric systems have been found to be useful tools for 
person identification and verification. A biometric char-
acteristic is any physiological of behavioural trait of a 
person that can be used to distinguish that person from 
other people. A few key aspects of a human physiological 
or behavioural trait that make for a strong biometric for 
recognition are universality, distinctiveness, permanence, 
and Collectability. Generation of training and test data 
sets from gathered data is an important task in develop-
ing a classifier with high generation ability. Reassembling 
techniques are used in statistical analysis, are used for 
model selection by estimating the classification 
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performance of classifiers. Reassembling techniques are 
used for estimating statistics such as the mean and the 
median by randomly selecting data from the given data 
set, calculating statistics on that data and repeating above 
procedure many times.Spoof attacks consist in submitting 
fake biometric traits to biometric systems, and this is a 
major threat in security. Multi-modal biometric systems 
are commonly used in spoof attacks. Multimodal biomet-
ric systems for personal identity recognition are very use-
ful from past few years. It has been shown that combining 
information coming from different biometric traits can 
overcome the limits and the weaknesses inherent in every 
individual biometric, resulting in a higher accuracy [1]
[2]. Intrusion detection systems analyze network traffic 
to prevent and detect malicious activities like intrusion 
attempts, port scans, and denial-of-service attacks. When 
suspected malicious traffic is detected, an alarm is raised 
by the IDS and subsequently handled by the system ad-
ministrator. Two main kinds of IDSs exist: misuse detec-
tors and anomaly-based ones.

These ensure that the trait is available from all people, is 
adequately variable among all people, does not change 
significantly over time, and is reasonably able to be mea-
sured. The problem with any human trait that meets these 
criteria is in the performance, acceptability, and circum-
vention of the biometric feature. Performance is an issue 
resulting mainly from the combination of lack of vari-
ability in the biometric trait, noise in the sensor data due 
to environmental factors, and robustness of the matching 
algorithm. Acceptability indicates how willing the cli-
ent pool will be to use the biometric identifier regularly. 
Circumvention is the possibility of a non-client (impos-
tor) getting past the system using deceptive methods. The 
key to creating a secure multimodal biometric system is 
in how the information from the different modalities is 
fused to make a final decision. There are two different 
categories of fusion schemes for multiple classifiers; rule 
based and supervised based. Supervised methods, on the 
other hand, require training but can often provide better 
results than the rule based methods. For example, a fusion 
strategy using a support vector machine (SVM) was able 
to out-perform a fusion algorithm using the sum rule.

Introducing a quality measure into a fusion algorithm is 
one method that has been used to boost performance in 
multibiometric systems. If for instance, a more secure 
biometric of high quality gives a low match score and a 
less secure biometric gives a high match score, then there 
is a high likelihood of a spoof attack. 

It is commonly understood that one of the strengths of a 
multimodal system is in its ability to accommodate for 
noisy sensor data in an individual modality. In contrast, a 
more secure algorithm, in order to address the issue of a 
spoof attack on a partial subset of the biometric modali-
ties, must require adequate performance in all modalities. 
This type of algorithm would invariably negate, to some 
extent, the contribution of a multimodal system to perfor-
mance in the presence of noisy sensor data. A multimodal 
system improves the performance aspect but increases the 
security only slightly since it is still vulnerable to partial 
spoof attacks. Enhanced fusion methods which utilize ap-
proaches to improve security will again suffer decreased 
performance when presented with noisy Data.The support 
vector machine (SVM) is a exercise procedure for knowl-
edge organization and reversion rubrics after statistics, for 
instance the SVM can be recycled to study polynomial, 
circular foundation purpose (RBF) then multi-layer per-
ception (MLP) classifiers SVMs remained chief option-
al by Vapnik in the 1960s for organization to develop a 
part of penetrate in Investigate on owed to growths in the 
methods plus philosophy joined with postponements to 
reversion and Thickness approximation.

SVMs ascended after arithmetical knowledge philosophy 
the goal existence to resolve separate the problematic of 
attention deprived of resolving additional problematic as 
a middle stage. SVMs are founded on the physical threat 
minimisation code, carefully connected to regular inac-
tion philosophy. This belief joins volume switch to stop 
over-fitting and therefore is ain complete response to the 
bias-variance trade-off quandary. Binary key rudiments in 
the application of SVM are the methods of precise soft-
ware design and seed purposes. The limits are originated 
by resolving a quadratic software design problematic with 
direct parity and disparity restraints; slightly than by re-
solving a non-convex, unimpeded optimisation problem. 
The suppleness of seed purposes lets the SVM to explora-
tion an extensive diversity of theory places.The geometri-
cal clarification of support vector classification (SVC) is 
that the procedure pursuits for the best unravelling super-
ficial, i.e. the hyper plane that is, in an intelligence, inter-
mediate after the binary courses.

III. PREVIOUS WORK ON SECURITY 
EVALUATION:
Previous work in adversarial learning can be categorized 
according to the two main steps of the proactive arms race 
described in the previous section.
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The first research direction focuses on identifying poten-
tial vulnerabilities of learning algorithms and assessing 
the impact of the corresponding attacks on the targeted 
classifier; e.g[4, 5, 18, 36, 40, 41, 42, 46]. The second 
explores the development of proper countermeasures and 
learning algorithms robust to known attacks.e.g [26, 41, 
57].Although some prior work does address aspects of 
the empirical evaluation of classifier security, which is 
often implicitly defined as the performance degradation 
incurred under a (simulated) attack, to our knowledge a 
systematic treatment of this process under a unifying per-
spective was only first described in our recent work [12]. 
Previously, security evaluation is generally conducted 
within a specific application domain such as spam filter-
ing and network intrusion detection (e.g., [26, 31, 41, 47, 
66]), in which a different application-dependent criteria is 
separately defined for each endeavour. Security evaluation 
is then implicitly undertaken by defining an attack and as-
sessing its impact on the given classifier. For instance, in 
[31], the authors showed how camouflage network pack-
ets can mimic legitimate traffic to evade detection; and, 
similarly, in [26, 41, 47, 66], the content of spam emails 
was manipulated for evasion. 

Although such analyses provide indispensable insights 
into specific problems, their results are difficult to gen-
eralize to other domains and provide little guidance for 
evaluating classifier security in a different application. 
Thus, in a new application domain, security evaluation 
often must begin anew and it is difficult to directly com-
pare with prior studies. This shortcoming highlights the 
need for a more general set of security guidelines and a 
more systematic definition of classifier security evaluation 
that we began to address in [12].Apart from application-
specific work, several theoretical models of adversarial 
learning has been proposed [4, 17, 26, 36, 40, 42, 46, 53]. 
These models frame the secure learning problem and pro-
vide a foundation for a proper security evaluation scheme. 
In particular, we build upon elements of the models of [4, 
5, 36, 38, 40, 42], which were used in defining our frame-
work for security evaluation [12]. Below we summarize 
these foundations.

IV.SPAM FILTERING OVERVIEW:

Over the past few years, spam filtering software has gained 
popularity due to its relative accuracy and ease of deploy-
ment. With its roots in text classification research, spam 
filtering software seeks to answer the question “Whether 
the message x is spam or not?”.

The means by which this question is addressed varies 
upon the type of classification algorithm in place. While 
the categorization method differs between statistical fil-
ters, their basic functionality is similar. The basic model 
is often known as the bag of words (multinomial) or mul-
tivariate model. Essentially, a document is distilled into a 
set of features such as words, phrases, meta-data, etc.This 
set of features can then be represented as a vector whose 
components are Boolean (multivariate) or real values 
(multinomial). One should note that with this model the 
ordering of features is ignored. Classification algorithm 
uses the feature vector as a basis upon which the docu-
ment is judged. The usage of the feature vector varies be-
tween classification methods. As the name implies, rule 
based methods classify documents based on whether or 
not they meet a particular set of criteria. Machine learning 
algorithms are primarily driven by the statistics (e.g. word 
frequency) that can be derived from the feature vectors. 
One of the widely used methods, Bayesian classifica-
tion, attempts to calculate the probability that a message 
is spam based upon previous feature frequencies in spam 
and legitimate e-mail. 

V.SPAM FILTERING:

Assume that a classifier has to discriminate between le-
gitimate and spam emails on the basis of their textual 
content, and that the bag-of-words feature representation 
has been chosen, with binary features denoting the occur-
rence of a given set of words. This kind of classifier has 
been considered by several authors [6], [12], [13], and it 
is included in several real spam filters. In this example, 
we focus on model selection. We assume that the de-
signer wants to choose between a support vector machine 
(SVM) with a linear kernel, and a logistic regression (LR) 
linear classifier. He also wants to choose a feature subset, 
among all the words occurring in training emails. A set 
D of legitimate and spam emails is available for this pur-
pose. We assume that the designer wants to evaluate not 
only classifier accuracy in the absence of attacks, as in the 
classical design scenario, but also its security against the 
well-known bad word obfuscation (BWO) and good word 
insertion (GWI) attacks. They consist of modifying spam 
emails by inserting “good words” that are likely to appear 
in legitimate emails, and by obfuscating “bad words” that 
are typically present in spam [6]. The attack scenario can 
be modelled as follows. Attack scenario: Goal. The adver-
sary aims at maximizing the percentage of spam emails 
misclassified as legitimate, which is an indiscriminate in-
tegrity violation.
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Knowledge: As in [6], [10], the adversary is assumed to 
have perfect knowledge of the classifier, i.e., (k.ii) the fea-
ture set, (k.iii) the kind of decision function, and (k.iv) 
its parameters (the weight assigned to each feature, and 
the decision threshold). Assumptions on the knowledge 
of (k.i) the training data and (k.v) feedback from the clas-
sifier are not relevant in this case, as they do not provide 
any additional information.Capability: We assume that 
the adversary: (c.i) is only able to influence testing data 
(exploratory attack); (c.ii) cannot modify the class pri-
ors; (c.iii) can manipulate each malicious sample, but no 
legitimate ones; (c.iv) can manipulate any feature value 
(i.e., she can insert or obfuscate any word), but up to a 
maximum number n max of features in each spam email 
[6], [10].

VI.PATTERN RECOGNITION:

Pattern recognition is a branch of machine learning that 
focuses on the recognition of patterns and regularities in 
data, although it is in some cases considered to be nearly 
synonymous with machine learning. Pattern recognition 
systems are in many cases trained from labelled “train-
ing” data (supervised learning), but when no labelled data 
are available other algorithms can be used to discover pre-
viously unknown patterns (unsupervised learning).The 
terms pattern recognition, machine learning, data mining 
and knowledge discovery in databases (KDD) are hard 
to separate, as they largely overlap in their scope. Ma-
chine learning is the common term for supervised learn-
ing methods and originates from artificial intelligence, 
whereas KDD and data mining have a larger focus on un-
supervised methods and stronger connection to business 
use. Pattern recognition has its origins in engineering, and 
the term is popular in the context of computer vision: a 
leading computer vision conference is named Conference 
on Computer Vision and Pattern Recognition. 

In pattern recognition, there may be a higher interest to 
formalize, explain and visualize the pattern; whereas ma-
chine learning traditionally focuses on maximizing the 
recognition rates. Yet, all of these domains have evolved 
substantially from their roots in artificial intelligence, en-
gineering and statistics; and have become increasingly 
similar by integrating developments and ideas from each 
other.In machine learning, pattern recognition is the as-
signment of a label to a given input value. In statistics, 
discriminate analysis was introduced for this same pur-
pose in 1936. 

An example of pattern recognition is classification, which 
attempts to assign each input value to one of a given set 
of classes (for example, determine whether a given email 
is “spam” or “non-spam”). However, pattern recognition 
is a more general problem that encompasses other types 
of output as well. Other examples are regression, which 
assigns a real-valued output to each input; sequence label-
ling, which assigns a class to each member of a sequence 
of values (for example, part of speech tagging, which as-
signs a part of speech to each word in an input sentence); 
and parsing, which assigns a parse tree to an input sen-
tence, describing the syntactic structure of the sentence. 
Pattern recognition algorithms generally aim to provide 
a reasonable answer for all possible inputs and to per-
form “most likely” matching of the inputs, taking into ac-
count their statistical variation. This is opposed to pattern 
matching algorithms, which look for exact matches in the 
input with pre-existing patterns. A common example of a 
pattern-matching algorithm is regular expression match-
ing, which looks for patterns of a given sort in textual 
data and is included in the search capabilities of many 
text editors and word processors. In contrast to pattern 
recognition, pattern matching is generally not considered 
a type of machine learning, although pattern-matching al-
gorithms (especially with fairly general, carefully tailored 
patterns) can sometimes succeed in providing similar-
quality output to the sort provided by pattern-recognition 
algorithms.

Pattern recognition is studied in many fields, including 
psychology, psychiatry, ethnology, cognitive science, 
traffic flow and computer science.Pattern recognition is 
generally categorized according to the type of learning 
procedure used to generate the output value. Supervised 
learning assumes that a set of training data (the training 
set) has been provided, consisting of a set of instances 
that have been properly labelled by hand with the cor-
rect output. A learning procedure then generates a model 
that attempts to meet two sometimes conflicting objec-
tives: Perform as well as possible on the training data, 
and generalize as well as possible to new data (usually, 
this means being as simple as possible, for some techni-
cal definition of “simple”, in accordance with Occam’s 
Razor, discussed below). Unsupervised learning, on the 
other hand, assumes training data that has not been hand-
labelled, and attempts to find inherent patterns in the data 
that can then be used to determine the correct output value 
for new data instances.[2] A combination of the two that 
has recently been explored is semi-supervised learning, 
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The first research direction focuses on identifying poten-
tial vulnerabilities of learning algorithms and assessing 
the impact of the corresponding attacks on the targeted 
classifier; e.g[4, 5, 18, 36, 40, 41, 42, 46]. The second 
explores the development of proper countermeasures and 
learning algorithms robust to known attacks.e.g [26, 41, 
57].Although some prior work does address aspects of 
the empirical evaluation of classifier security, which is 
often implicitly defined as the performance degradation 
incurred under a (simulated) attack, to our knowledge a 
systematic treatment of this process under a unifying per-
spective was only first described in our recent work [12]. 
Previously, security evaluation is generally conducted 
within a specific application domain such as spam filter-
ing and network intrusion detection (e.g., [26, 31, 41, 47, 
66]), in which a different application-dependent criteria is 
separately defined for each endeavour. Security evaluation 
is then implicitly undertaken by defining an attack and as-
sessing its impact on the given classifier. For instance, in 
[31], the authors showed how camouflage network pack-
ets can mimic legitimate traffic to evade detection; and, 
similarly, in [26, 41, 47, 66], the content of spam emails 
was manipulated for evasion. 

Although such analyses provide indispensable insights 
into specific problems, their results are difficult to gen-
eralize to other domains and provide little guidance for 
evaluating classifier security in a different application. 
Thus, in a new application domain, security evaluation 
often must begin anew and it is difficult to directly com-
pare with prior studies. This shortcoming highlights the 
need for a more general set of security guidelines and a 
more systematic definition of classifier security evaluation 
that we began to address in [12].Apart from application-
specific work, several theoretical models of adversarial 
learning has been proposed [4, 17, 26, 36, 40, 42, 46, 53]. 
These models frame the secure learning problem and pro-
vide a foundation for a proper security evaluation scheme. 
In particular, we build upon elements of the models of [4, 
5, 36, 38, 40, 42], which were used in defining our frame-
work for security evaluation [12]. Below we summarize 
these foundations.

IV.SPAM FILTERING OVERVIEW:

Over the past few years, spam filtering software has gained 
popularity due to its relative accuracy and ease of deploy-
ment. With its roots in text classification research, spam 
filtering software seeks to answer the question “Whether 
the message x is spam or not?”.

The means by which this question is addressed varies 
upon the type of classification algorithm in place. While 
the categorization method differs between statistical fil-
ters, their basic functionality is similar. The basic model 
is often known as the bag of words (multinomial) or mul-
tivariate model. Essentially, a document is distilled into a 
set of features such as words, phrases, meta-data, etc.This 
set of features can then be represented as a vector whose 
components are Boolean (multivariate) or real values 
(multinomial). One should note that with this model the 
ordering of features is ignored. Classification algorithm 
uses the feature vector as a basis upon which the docu-
ment is judged. The usage of the feature vector varies be-
tween classification methods. As the name implies, rule 
based methods classify documents based on whether or 
not they meet a particular set of criteria. Machine learning 
algorithms are primarily driven by the statistics (e.g. word 
frequency) that can be derived from the feature vectors. 
One of the widely used methods, Bayesian classifica-
tion, attempts to calculate the probability that a message 
is spam based upon previous feature frequencies in spam 
and legitimate e-mail. 

V.SPAM FILTERING:

Assume that a classifier has to discriminate between le-
gitimate and spam emails on the basis of their textual 
content, and that the bag-of-words feature representation 
has been chosen, with binary features denoting the occur-
rence of a given set of words. This kind of classifier has 
been considered by several authors [6], [12], [13], and it 
is included in several real spam filters. In this example, 
we focus on model selection. We assume that the de-
signer wants to choose between a support vector machine 
(SVM) with a linear kernel, and a logistic regression (LR) 
linear classifier. He also wants to choose a feature subset, 
among all the words occurring in training emails. A set 
D of legitimate and spam emails is available for this pur-
pose. We assume that the designer wants to evaluate not 
only classifier accuracy in the absence of attacks, as in the 
classical design scenario, but also its security against the 
well-known bad word obfuscation (BWO) and good word 
insertion (GWI) attacks. They consist of modifying spam 
emails by inserting “good words” that are likely to appear 
in legitimate emails, and by obfuscating “bad words” that 
are typically present in spam [6]. The attack scenario can 
be modelled as follows. Attack scenario: Goal. The adver-
sary aims at maximizing the percentage of spam emails 
misclassified as legitimate, which is an indiscriminate in-
tegrity violation.

                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

                    Volume No: 2 (2015), Issue No: 10 (October)                                                                                              October 2015
                                                                                www.ijmetmr.com                                                                                                                                        Page 483

Knowledge: As in [6], [10], the adversary is assumed to 
have perfect knowledge of the classifier, i.e., (k.ii) the fea-
ture set, (k.iii) the kind of decision function, and (k.iv) 
its parameters (the weight assigned to each feature, and 
the decision threshold). Assumptions on the knowledge 
of (k.i) the training data and (k.v) feedback from the clas-
sifier are not relevant in this case, as they do not provide 
any additional information.Capability: We assume that 
the adversary: (c.i) is only able to influence testing data 
(exploratory attack); (c.ii) cannot modify the class pri-
ors; (c.iii) can manipulate each malicious sample, but no 
legitimate ones; (c.iv) can manipulate any feature value 
(i.e., she can insert or obfuscate any word), but up to a 
maximum number n max of features in each spam email 
[6], [10].

VI.PATTERN RECOGNITION:

Pattern recognition is a branch of machine learning that 
focuses on the recognition of patterns and regularities in 
data, although it is in some cases considered to be nearly 
synonymous with machine learning. Pattern recognition 
systems are in many cases trained from labelled “train-
ing” data (supervised learning), but when no labelled data 
are available other algorithms can be used to discover pre-
viously unknown patterns (unsupervised learning).The 
terms pattern recognition, machine learning, data mining 
and knowledge discovery in databases (KDD) are hard 
to separate, as they largely overlap in their scope. Ma-
chine learning is the common term for supervised learn-
ing methods and originates from artificial intelligence, 
whereas KDD and data mining have a larger focus on un-
supervised methods and stronger connection to business 
use. Pattern recognition has its origins in engineering, and 
the term is popular in the context of computer vision: a 
leading computer vision conference is named Conference 
on Computer Vision and Pattern Recognition. 

In pattern recognition, there may be a higher interest to 
formalize, explain and visualize the pattern; whereas ma-
chine learning traditionally focuses on maximizing the 
recognition rates. Yet, all of these domains have evolved 
substantially from their roots in artificial intelligence, en-
gineering and statistics; and have become increasingly 
similar by integrating developments and ideas from each 
other.In machine learning, pattern recognition is the as-
signment of a label to a given input value. In statistics, 
discriminate analysis was introduced for this same pur-
pose in 1936. 

An example of pattern recognition is classification, which 
attempts to assign each input value to one of a given set 
of classes (for example, determine whether a given email 
is “spam” or “non-spam”). However, pattern recognition 
is a more general problem that encompasses other types 
of output as well. Other examples are regression, which 
assigns a real-valued output to each input; sequence label-
ling, which assigns a class to each member of a sequence 
of values (for example, part of speech tagging, which as-
signs a part of speech to each word in an input sentence); 
and parsing, which assigns a parse tree to an input sen-
tence, describing the syntactic structure of the sentence. 
Pattern recognition algorithms generally aim to provide 
a reasonable answer for all possible inputs and to per-
form “most likely” matching of the inputs, taking into ac-
count their statistical variation. This is opposed to pattern 
matching algorithms, which look for exact matches in the 
input with pre-existing patterns. A common example of a 
pattern-matching algorithm is regular expression match-
ing, which looks for patterns of a given sort in textual 
data and is included in the search capabilities of many 
text editors and word processors. In contrast to pattern 
recognition, pattern matching is generally not considered 
a type of machine learning, although pattern-matching al-
gorithms (especially with fairly general, carefully tailored 
patterns) can sometimes succeed in providing similar-
quality output to the sort provided by pattern-recognition 
algorithms.

Pattern recognition is studied in many fields, including 
psychology, psychiatry, ethnology, cognitive science, 
traffic flow and computer science.Pattern recognition is 
generally categorized according to the type of learning 
procedure used to generate the output value. Supervised 
learning assumes that a set of training data (the training 
set) has been provided, consisting of a set of instances 
that have been properly labelled by hand with the cor-
rect output. A learning procedure then generates a model 
that attempts to meet two sometimes conflicting objec-
tives: Perform as well as possible on the training data, 
and generalize as well as possible to new data (usually, 
this means being as simple as possible, for some techni-
cal definition of “simple”, in accordance with Occam’s 
Razor, discussed below). Unsupervised learning, on the 
other hand, assumes training data that has not been hand-
labelled, and attempts to find inherent patterns in the data 
that can then be used to determine the correct output value 
for new data instances.[2] A combination of the two that 
has recently been explored is semi-supervised learning, 



                                                                                                                         ISSN No: 2348-4845
International Journal & Magazine of Engineering, 

Technology, Management and Research
A Peer Reviewed Open Access International Journal   

                    Volume No: 2 (2015), Issue No: 10 (October)                                                                                              October 2015
                                                                                www.ijmetmr.com                                                                                                                                        Page 484

which uses a combination of labelled and unlabeled data 
(typically a small set of labelled data combined with a 
large amount of unlabeled data). Note that in cases of un-
supervised learning, there may be no training data at all 
to speak of; in other words, the data to be labelled is the 
training data.

VII.CONCLUSION:

In this paper we focused on empirical security evalua-
tion of pattern classifiers that have to be deployed in ad-
versarial environments, and proposed how to revise the 
classical performance evaluation design step. In this pa-
per the main contribution is a framework for empirical 
security evaluation that formalizes and generalizes ideas 
from previous work, and can be applied to differentclas-
sifiers, learning algorithms and classification tasks An in-
trinsic limitation of our work is that security evaluation is 
carried out empirically, and it is thus data dependent; on 
the other hand, model-driven analyses [12], [10]require 
a full analytical model of the problem and of the adver-
sary’s behaviour, that may be very difficult to develop for 
real-world applications.Another intrinsic limitation is due 
to fact that our method is not application-specific, and, 
therefore, provides only high-level guidelines for simu-
lating attacks. Indeed, detailed guidelines require one to 
take into account application-specific constraints and ad-
versary models.
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