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Abstract:

Delay-tolerant networking (DTN) is an approach to com-
puter network architecture that seeks to address the tech-
nical issues in heterogeneous networks that may lack con-
tinuous network connectivity. Examples of such networks 
are those operating in mobile or extreme terrestrial envi-
ronments, or planned networks in space.The Behavioral 
characterization of malware is an effective alternative to 
pattern matching in detecting malware. The viable com-
munication with mobile consumer electronics equipped 
with short range communication technologies such as 
Bluetooth, Wi-Fi Direct is DTN. There exists a general 
behavior characterization of proximity malware based on 
Naive Bayesian model, It was identified with two unique 
challenges for extending Bayesian malware detection to 
DTNs. We examine and implement a simple and effective 
method look ahead, to address the challenges with two 
extensions to look ahead, dogmatic filtering, and adap-
tive look ahead, they address the challenge of “malicious 
nodes sharing false evidence.” 
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Introduction:

Abbreviated as DTN, Delay/Disruption Tolerant Net-
working is a networking architecture that is designed to 
provide communications in the most unstable and stressed 
environments, where the network would normally be sub-
ject to frequent and long lasting disruptions and high bit 
error rates that could severely degrade normal commu-
nications. It is an experimental protocol developed by 
the Delay & Disruption Tolerant Networking Research 
Group, which operates under the Internet Research Task 
Force.
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DTN works using different kind of approach than TCP/
IP for packet delivery that is more resilient to disruption 
than TCP/IP. DTN is based on a new experimental proto-
col called the Bundle Protocol (RFC 5050). The Bundle 
Protocol (BP) sits at the application layer of some num-
ber of constituent internets, forming a store-and-forward 
overlay network. BP operates as an overlay protocol that 
links together multiple subnets (such as Ethernet-based 
LANs) into a single network. The basic idea behind DTN 
network is that endpoints aren’t always continuously 
connected. In order to facilitate data transfer, DTN uses 
a store-and-forward approach across routers that is more 
disruption-tolerant than TCP/IP. However, the DTN ap-
proach doesn’t necessarily mean that all DTN routers on 
a network would require large storage capacity in order to 
maintain end-to-end data integrity.

Security concerns for delay-tolerant networks vary de-
pending on the environment and application, though au-
thentication and privacy are often critical. These security 
guarantees are difficult to establish in a network without 
persistent connectivity because the network hinders com-
plicated cryptographic protocols, hinders key exchange, 
and each device must identify other intermittently vis-
ible devices. Solutions have typically been modified from 
mobile ad hoc network and distributed security research, 
such as the use of distributed certificate authorities and 
PKI schemes. Original solutions from the delay-tolerant 
research community include: 1) the use of identity-based 
encryption, which allows nodes to receive information 
encrypted with their public identifier; and 2) the use of 
tamper-evident tables with a gossiping protocol.Malware, 
short for malicious software, is any software used to dis-
rupt computer operation, gather sensitive information, 
or gain access to private computer systems. Malware is 
defined by its malicious intent, acting against the require-
ments of the computer user, and does not include software 
that causes unintentional harm due to some deficiency. 
The term badware is sometimes used, and applied to both 
true (malicious) malware and unintentionally harmful 
software.

A Broad Behavioral Characterization of Proximity Malware 
Detection Approach Which Based on Bayesian Model in DTNS
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Malware may be stealthy, intended to steal information 
or spy on computer users for an extended period without 
their knowledge, as for example Regin, or it may be de-
signed to cause harm, often as sabotage (e.g., Stuxnet), or 
to extort payment (CryptoLocker). ‘Malware’ is an um-
brella term used to refer to a variety of forms of hostile 
or intrusive software, including computer viruses, worms, 
trojan horses, ransomware, spyware, adware, scareware, 
and other malicious programs. It can take the form of ex-
ecutable code, scripts, active content, and other software. 
Malware is often disguised as, or embedded in, non-ma-
licious files. As of 2011 the majority of active malware 
threats were worms or trojans rather than viruses.

EXISTING SYSTEM:

Existing worms, spam, and phishing exploit gaps in tra-
ditional threat models that usually revolve around pre-
venting unauthorized access and information disclosure. 
The new threat landscape requires security researchers to 
consider a wider range of attacks: opportunistic attacks 
in addition to targeted ones; attacks coming not just from 
malicious users, but also from subverted (yet otherwise 
benign) hosts; coordinated/distributed attacks in addition 
to isolated, single-source methods; and attacks blending 
flaws across layers, rather than exploiting a single vulner-
ability. Some of the largest security lapses in the last de-
cade are due to designers ignoring the complexity of the 
threat landscape.The increasing penetration of wireless 
networking, and more specifically wifi, may soon reach 
critical mass, making it necessary to examine whether the 
current state of wireless security is adequate for fending 
off likely attacks. 

Three types of threats that seem insufficiently addressed 
by existing technology and deployment techniques. 
The first threat is wildfire worms, a class of worms that 
spreads contagiously between hosts on neighboring APs. 
We show that such worms can spread to a large fraction 
of hosts in a dense urban setting, and that the propagation 
speed can be such that most existing defenses cannot re-
act in a timely fashion. Worse, such worms can penetrate 
through networks protected by WEP and other security 
mechanisms. The second threat we discuss is large-scale 
spoofing attacks that can be used for massive phishing and 
spam campaigns. We show how an attacker can easily use 
a botnet by acquiring access to wifi-capable zombie hosts, 
and can use these zombies to target not just the local wire-
less LAN, but any LAN within range, greatly increasing 
his reach across heterogeneous networks. 

2.2 DISADVANTAGES:

Viruses can cause many problems on your computer. *	
Usually, they display pop-up ads on your desktop or steal 
your information. Some of the more nasty ones can even 
crash your computer or delete your files. 

Your computer gets slowed down. Many “hackers” get *	
jobs with software firms by finding and exploiting prob-
lems with software. 

Some the applications won’t start (ex: I hate mozilla *	
virus won’t let you start the mozilla) you cannot see some 
of the settings in your OS. (Ex one kind of virus disables 
hide folder options and you will never be able to set it).

To quantify these threats, we rely on real-world data ex-
tracted from wifi maps of large metropolitan areas in the 
country. Existing  results suggest that a carefully crafted 
wireless worm can infect up to 80% of all wifi connect-
ed hosts in some metropolitan areas within 20 minutes, 
and that an attacker can launch phishing attacks or build 
a tracking system to monitor the location of 10-50% of 
wireless users in these metropolitan areas with just 1,000 
zombies under his control.
 
2.3 PROPOSED SYSTEM:

In this paper, we present a simple, yet effective solution, 
look ahead, which naturally reflects individual nodes’ 
intrinsic risk inclinations against malware infection, to 
balance between these two extremes. Essentially, we ex-
tend the naive Bayesian model, which has been applied 
in filtering email, spams detecting botnets, and designing 
IDSs.We analyze the risk associated with the decision, 
and design a simple, yet effective, strategy, look ahead, 
which naturally reflects individual nodes’ intrinsic risk in-
clinations against malware infection. Look ahead extends 
the naive Bayesian model, and addresses the DTN spe-
cific, malware-related, “insufficient evidence versus evi-
dence collection risk” Proximity malware is a malicious 
program that disrupts the host node’s normal function and 
has a chance of duplicating itself to other nodes during 
(opportunistic) contact opportunities between nodes in 
the DTN. We consider the benefits of sharing assessments 
among nodes, and address challenges derived from the 
DTN model: liars (i.e., bad-mouthing and false praising 
malicious nodes) and defectors (i.e., good nodes that have 
turned rogue due to malware infections). We present two 
alternative techniques, dogmatic filtering and adaptive 
look ahead, that naturally extend look ahead to
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consolidate evidence provided by others, while contain-
ing the negative effect of false evidence. A nice property 
of the proposed evidence consolidation methods is that 
the results will not worsen even if liars are the majority in 
the neighborhood traces are used to verify the effective-
ness of the methods.

2.4 ADVANTAGES:
Two DTN specific, malware-related:

1. Insufficient evidence versus evidence collection risk. 
In DTNs, evidence (such as Bluetooth connection or SSH 
session requests) is collected only when nodes come into 
contact. But contacting malware-infected nodes carries 
the risk of being infected. Thus, nodes must make deci-
sions (such as whether to cut off other nodes and, if yes, 
when) online based on potentially insufficient evidence.

2. Filtering false evidence sequentially and distributed-
ly. Sharing evidence among opportunistic acquaintances 
helps alleviating the aforementioned insufficient evidence 
problem; however, false evidence shared by malicious 
nodes (the liars) may negate the benefits of sharing. In 
DTNs, nodes must decide whether to accept received evi-
dence sequentially and distributedly.

ARCHITECTURE DIAGRAM:

Fig: System Architecture.

Modules:

1.Network Formation

2.Send Files from source to destination

3.Behavioral Malware Detection

4.Receive Files

Network Formation:

•Delay-tolerant networking (DTN) is an approach to 
computer network architecture that seeks to address the 
technical issues in heterogeneous networks that may lack 
continuous network connectivity. Examples of such net-
works are those operating in mobile or extreme terrestrial 
environments, or planned networks in space.

•First create a delay tolerant network router frame then 
create many nodes. 

•Without loss of generality, it will choose Le = 0.5 to be 
the linebetween good and evil. This network randomly 
pick10 percent of the nodes to be the evil nodes and as-
sign themwith suspiciousness greater than 0.5; the rest of 
the nodes aregood nodes and are assigned suspiciousness 
less than 0.5.
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Send Files from source to destination:

•File transfer is a generic term for the act of transmitting 
files over a computer networklike the Internet. There are 
numerous ways and protocols to transfer files over a net-
work. Computers which provide a file transfer service are 
often called file servers. Depending on the client’s per-
spective the data transfer is called uploading or down-
loading. File transfer for the enterprise now increasingly 
is done with Managed file transfer.

•Here the source node wants to send a file to server. The 
source node wants to know about the destination behav-
ior. So it used behavioral malware detection.
Behavioral Malware Detection:

•It will determine if a node is infected with malware 
through observing and assessing its behaviors in multiple 
rounds.

•Source node has N (pair wise) encounters with its neigh-
bors and sN of them are assessed as suspicious by the 
other party. 

•Assessments come from two models. 1. Household watch 
2. Neighborhood watch. The Household watch source 
node’s own assessments only. The Neighborhood watch 
source node own assessments with its neighbors’. 

•In Household watch: Pg(A) >= Pe(A) Evidence A is fa-
vorable to j. Pg(A) <Pe(A) Evidence A is unfavorable to j. 
Instead of making the cut-j-off decision right away when 
Pg(A) <Pe(A), source node looks ahead to confirm its de-
cision.

•In the Neighborhood watch, two cases are complicated:1. 
Liarsand 2. Defectors.

•Liars: Evil nodes whose purpose is to confuse other 
nodes bysharing false assessments.
•Defectors: Nodes which change their nature due to mal-
ware infection.

•The Evidence Consolidation propose two alternative 
methods, dogmatic filtering andadaptive look ahead , for 
consolidating evidence provided byother nodes, while 
containing the negative impact of liars.

Receive Files:

•If Pg(A) >= Pe(A) Evidence is favorable to destination 
else Pg(A) <Pe(A) Evidence is unfavorable to destina-
tion.

•If evidence is unfavorable, malware attack detected. It 
will break the file transfer.

•Else the source node files are sent to the destination suc-
cessfully.

CONCLUSION:

Behavioral characterization of malware is an effective 
alternative to pattern matching in detecting malware, es-
pecially when dealing with polymorphic or obfuscated 
malware. Naive Bayesian model has been successfully ap-
plied in non-DTN settings, such as filtering email spams 
and detecting botnets. We propose a general behavioral 
characterization of DTN-based proximity malware. We 
present look ahead, along with dogmatic filtering and 
adaptive look ahead. In prospect, extension of the behav-
ioral characterization of proximity malware to account for 
strategic malware detection evasion with game theory is a 
challenging yet interesting future work.
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